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Abstract 

The mathematical models underlying reinforcement learning help us understand how agents navigate the 
world and maximize future reward. Partially observable Markov Decision Processes (POMDPs) – an 
extension of classic RL – allow for action planning in uncertain environments. In this study we set out to 
investigate human decision-making under these circumstances in the context of cooperation and competition 
using the iconic Tiger Task (TT) in single-player and cooperative and competitive multi-player versions. The 
task mimics the setting of a game show, in which the participant has to choose between two doors hiding 
either a tiger (-100 points) or a treasure (+10 points) or taking a probabilistic hint about the tiger location (-1 
point). In addition to the probabilistic location hints, the multi-player TT also includes probabilistic 
information about the other player's actions. POMDPs have been successfully used in simulations of the 
single-player TT. A critical feature are the beliefs (probability distributions) about current position in the state 
space. However, here we leverage interactive POMDPs (I-POMDPs) for the modeling choice data from the 
cooperative and competitive multi-player TT. I-POMDPs construct a model of the other player’s beliefs, 
which are incorporated into the own valuation process. We demonstrate using hierarchical logistic regression 
modeling that the cooperative context elicits better choices and more accurate predictions of the other player's 
actions.  Furthermore, we show that participants generate Bayesian beliefs to guide their actions. Critically, 
including the social information in the belief updating improves model performance underlining that 
participants use this information in their belief computations. In the next step we will use I-POMDPs that 
explicitly model other players as an intentional agents to investigate the generation of mental models and 
Theory of Mind in cooperative and competitive decision-making in humans. 
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Extended Abstract 

1  Introduction 

Reinforcement learning (RL) has its roots in artificial intelligence, control theory, operation research and has 
proven to be a powerful framework for cognitive neuroscience decision-making under uncertainty. Markov 
decision processes (MDPs) - the mathematical model underlying RL - help robots to pursue the goal of 
maximized total future reward by guiding their decisions when the state space is fully known. The real world, 
however, is imperfect with noisy observations and unexpected environment changes, where the current state 
of the world is often uncertain. The partially observable Markov decision processes (POMDPs) extend MDPs for 
situations of state uncertainty by proposing a belief distribution over possible states and using Bayesian belief 
updating for estimating this belief distribution in each moment (Kaelbling, Littman and Cassandra 1998).  

The iconic Tiger Task played a crucial role in developing this computational framework by providing a 
test bed for simulating decision-making of a single agent in an uncertain world. The task mimics the setting 
of a game-show, in which the agent is presented with two doors, one of which hides a tiger (incurring a large 
loss) and the other one hides a pot of gold (incurring small win). The POMDP framework has been 
subsequently extended for multi-agent settings resulting in interactive partially observable Markov decision 
process (I-POMDP) (Gmytrasiewicz und Doshi 2005), in which two or more agent interact in an uncertain 
world. A crucial element of this framework is that agent build models of the other players and use them to 
predict others’ choices and make better decisions themselves. The Tiger Task was again used in initial 
simulations of agents an their mental contents in this interactive setting. 

Given the crucial role of the Tiger Task in formulating POMDPs and I-POMDPs it is surprising that 
little empirical data exist on this this task. Here, we set out to fill this gap by collecting choice data from human 
participants engaging in the single- and multi-agent Tiger Task, the latter being the focus of this paper. 
Furthermore, following Doshi (Doshi 2005) we devised a cooperative and a competitive version of the multi-
agent Tiger Task and exposed two groups of subjects to them. In a series of model-free and model-based 
analyses of behavioural choice patterns we demonstrate a cooperative context elicits better choices and 
accurate predictions of the other player’s actions and that subjects generate Bayesian beliefs to guide their 
actions. Critically, including the social information from the other player in the belief updating improves 
model performance, which underlines that participants pay attention to the other player and use it in 
formulating beliefs about the state of the world. 
 
2  Task and hypothesis 
 
The goal of the Tiger Task is to maximize the reward by opening the door hiding the gold (+10 point) and to 
avoid opening the door with the tiger (-100 points). In each step there are 3 actions available to the participant: 
open left door (OL), open right door (OR), or listen (L), which results in a probabilistic hint about the location 
of the tiger (growl left (GL), or growl right (GR)), but also costs 1 point. Thus, participant can accumulate 
evidence about the tiger location through repeated L actions. After each open action the position of the tiger 
is reset randomly to one of the two doors (tiger left (TL) or tiger right (TR)).  

In the multi-player version the participants receive an additional probabilistic hint about the actions of 
the other player: creak left, or creak right (indicating that the other player might have opened one of the 
doors), or silence (S) indicating that the other player probably listened. Creaks suggest that the location of the 
tiger might have reset and that currently accumulated beliefs about the tiger location are void. Opening the 
door reveals the correct location of the tiger and the participant get the associated reward with additional 
knowledge of the tiger reset. In our implementation of the Tiger Task participant were also asked to predict 
the other player’s actions at each step before choosing their own action (see Figure 1A for task sequence). 

The competitive and cooperative versions differ in the structure of the payoff matrix: while the 
cooperative version incentivizes concurrent open actions by both players (see Figure 1C bold marking), the 
competitive version provides the maximum reward, if the correct door hiding the gold is opened, while the 
other player opens the wrong door hiding the tiger (see Figure 1B bold marking). Comparing the two versions, 
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we expected that participants will take more hints to come to a consensus in cooperative context to avoid 
confusing the other player and generate a more predictable behavior. We also expected more identical actions 
and more accurate predictions of the other player’s actions during cooperation. 
 
3  Results 
 
We invited 58 participants (30 cooperate, 28 compete) to play the multi-player version of the game. In the 
model-free analysis we observed that the participants in the cooperative context took more hints than in the 
competitive context. In addition, prediction accuracy was higher during cooperation. These outcomes were 
both in line with our expectations. Participants in the competitive version exhibited fewer identical actions 
when compared to cooperation (Figure 2A-C).  

Participants in the Tiger Task form beliefs about the states of the game (TL or TR) based on the 
probabilistic hints (GL or GR) and – in the multi-agent Tiger Task – the information from the other player (CR 
or CL). Because there are 3 distinct actions (OL, OR, L) available, we decided to model the action a(t) at each 

step t as an ordered logistic regression model: a(t) = ß0 + ß1 * b(t), where b(t) is the belief about the location of 

the tiger.  
The Tiger Task has only 2 states (TL and TR), which implies a unidimensional belief distribution with 

both states at the end of the range of possible beliefs. This belief distribution is updated on every step with 
the observations following the current action. We compared two version of belief updating: a simple “beta-
belief” model, which uses the mode of a beta distribution as the point estimate of the belief and is updated by 
adjusting the parameters of the beta distribution with the observations (the probabilistic hints following L 
actions). The second model is a Bayesian belief updating model with take the previous belief as the prior and 
calculates the likelihood based on the observation and transition function. We also tested two versions of the 
Bayesian updating model (Eq 1) without and Eq 2) with the inclusion of the social information (also see Figure 
3A-B as an example): 

 

b(t) =
𝑝(𝑔𝑐)∗𝑏(𝑡−1)

𝑝(𝑔𝑐)∗𝑏(𝑡−1)+(1−𝑝(𝑔𝑐))∗(1−𝑏(𝑡−1)))
   (1) 

 
Where, p(gc) is the probability of the hint being correct and b(t-1) is the previous belief about the tiger 

location. 
 

b(t) =
𝑝(𝑐𝑐)∗𝑝(𝑜𝑜)

𝑝(𝑐𝑐)∗𝑝(𝑜𝑜)+(1−𝑝(𝑐𝑐))∗(1−𝑝(𝑜𝑜))
∗ 𝑝(𝑟𝑒𝑠𝑒𝑡) +  1 −

𝑝(𝑐𝑐)∗𝑝(𝑜𝑜)

𝑝(𝑐𝑐)∗𝑝(𝑜𝑜)+(1−𝑝(𝑐𝑐))∗(1−𝑝(𝑜𝑜))
∗ 𝑏(𝑡 − 1) (2) 

 
Where, p(cc) is the probability of the hint about the partners' action being correct and p(oo) is the 

probability of the partner opening the door, while reset is the probability of the tiger being placed after a door 
is opened (0.5 for a random placement). 

 
Models were estimated using the Stan software package that implements and hierarchical Bayesian 

workflow. Formal model comparison using LOOIC (Leave-one-out information criterion) revealed that the 
Bayesian belief update model resulted in a better fit than the beta-belief model (LOOIC (Bayesian belief) = 
5107.75, LOOIC (Beta belief) = 8530.70). In control analysis, we expanded the set of predictors in the ordered-
logistic model with additional task variables like the number of hints taken, previous outcome and an 
interaction between them (Model 2-5), but found the simpler model with just the belief as a predictor (Model 
1) outperforms these more comprehensive predictor sets (Figure 4A-B). Furthermore, we compared the 
Bayesian belief update without the social information (Eq 1) to the update with the social information added 
(Eq 2) and concluded that the social information adds a significant improvement in the model prediction (see 
the scales of LOOIC values in Figure 4A and 4B). 
 
4  Outlook 
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We used an ordered logistic discrete choice model with Bayesian belief updating and demonstrated that 
including the social information is providing a much better model fit to the data. This suggests that 
participants in the multi-agent Tiger Task do incorporate the information from the other player into their 
valuation process. However, our Bayesian belief model falls short of an important feature that is likely 
shaping strategic social decisions: it treats the information from the other players as just another piece of 
information from the environment and not as an intentional agent that processes the information in a similar 
way.  
I-POMDPs are a computational framework that explicitly computes the beliefs of the other player as an 
intentional agent as part of the model of the first player. Thus, it is an ideal framework for modeling Theory 
of Mind of another player in a quantitative way (his goals, intentions, and beliefs). Following our Bayesian 
belief model, we will also model the Tiger Task within the I-POMDP framework and compare belief 
computations of the other player in the competitive and cooperative version of the task. 
 

5  References 
 
Doshi, Prashant. „Optimal sequential planning in partially observable multiagent settings.“ Ph.D. 

dissertation, University of Illinois at Chicago, 2005. 

Gmytrasiewicz, Piotr J., und Prashant Doshi. „A framework for sequential planning in multi-agent 

settings.“ Journal of Artificial Intelligence Research, 2005. 

Kaelbling, Leslie Pack, Michael L. Littman, und Anthony R. Cassandra. „Planning and acting in partially 

observable stochastic domains.“ Artificial Intelligence, 1998. 
 

6  Figures 

 
 Figure 1:  (A) An example of 
sequence for the multi-player 
version of the task. The player 
predicts the action of the other player 
(indicated by the blue fixation dot) 
followed by the players own action 
choice (indicted by the yellow 
fixation dot). This is followed by the 
probabilistic evidence about the 
other player's action (CL/CR). The 
next screen is either the probabilistic 
hint about the tiger location (GL/GR 
if L was chosen) or the door is 
opened (for OL or OR actions) 
revealing the tiger location. (B) The 
joint payout matrix in the 
competitive context is shown for the 
tiger being on the left side. The bold 
numbers show the best and worst 
choice indicating that the best own 
outcome is achieved if the correct 
door (with the gold) is opened, while 
the other player open the wrong 
door (with the tiger). (C) The joint 
payout matrix in the cooperative 
context is shown when the tiger is on 
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the left side. The bold numbers showing the best choice indicating that the maximum payoff is achieved, 
when both players open the correct door at the same time. 

 
Figure 2: (A) In the multi-player 
version of the task the participants 
significantly took more hints in the 
cooperative context when 
compared to the competitive 
context. Participants also had 
significantly higher prediction 
accuracy and identical actions 
(showing coordination) in the 
cooperative context compared to 
the competitive one in (B) and (C) 
respectively. 
 
 

Figure 3: (A) An example 
model behavior of the 
multi-player version of 
the tiger task without the 
social information (see Eq 
1) is shown here. The bold 
red line is the model 
prediction while the blue 
triangles are the actual 
participant action choices 
given their computed 

beliefs. Green dots, which always lie on the red model curve show the model predictions of the data (blue 
triangles). The light-blue area shows the belief region where the ordered logistic model predicts the listen 
action. In the red and green areas the ordered logistic model predicts Open Left and Open Right action 
respectively. The absence of these areas in this model suggests that the model without the social information 
fails to predict the observed open left/right actions. (B) This model behavior shows the prediction made with 
the social information (Eq 2). This model predicts most of the OL actions (red area) and OR actions (green 
area) correctly demonstrating the importance of the social information (CR/CL) for correctly predicting the 
observed data. 

Figure 4: (A) Different 
models compared of the 
multi-player version of the 
task. All the models in (B) 
without the social 
information perform worse 
compared with the LOOIC 
values of the models with 
the social information 
added in (C) (see different 
scales in (B) and (C)). The 
simplest model with just the 
belief update (model 

number 1) in (C) performed better when compared to extensions of number of hints taken, previous outcome 
and an interaction of them. 
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Abstract 
Development of a mapping between goals and actions (i.e. learning a motor controller) has been shown to 
rely on processes previously associated with decision-making and reinforcement learning. However, the link 
between reinforcement learning and motor skill has not been thoroughly explored. Here, we sought to probe 
this potential link by biasing learning in a motor task toward model-free and model-based processes to 
determine if doing so would shape the eventual motor controller. Subjects were trained to navigate a cursor 
across a grid using an arbitrary and unintuitive mapping. We hypothesized that knowledge of the correct 
sequence would tip the balance between the reinforcement learning processes, which would be revealed in a 
transfer test. When subjects were tasked with navigating to a novel set of start-end locations, those who 
learned the sequence without the benefit of explicit instruction far outperformed subjects given the correct 
key-press sequence. Consistent with learning arising from a model-free process, the group given additional 
information in training did not fully learn the mapping between their finger-presses and the resultant on-
screen movement. In the next experiment, we call into question the ability to use this newly learned controller 
to plan future states; however, this may depend on the expertise with the novel mapping. In a follow-up 
experiment, the complexity of the newly trained mapping interacted with the amount of prior learning to 
determine how far into the future subjects could plan. Additionally, we found that reaction time increased as 
a function of the number of planned states, indicative of a computationally-demanding process typically 
associated with model-based planning. We conclude that flexibility of a new controller is at least partially 
determined by initial learning conditions, and that the ability to plan ahead requires extensive training.  

 
Keywords:     Motor Control, Skill Learning, Transfer of Learning  
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1.  Introduction 
 
Humans complete a wide variety of motor tasks on a daily basis. Some tasks are relatively simple and familiar, 
such as climbing a flight of stairs, while others require learning a complicated set of novel movements, like 
learning to play a new piano piece. The effective control of movement is itself a challenging task, and the 
challenge only increases as our goals become progressively more variable or complex. The job of specifying 
how to coordinate the muscles and limbs in order to achieve a goal is given to the motor controller - a 
computational module that takes as its input a desired goal or physical state and returns a plan for realizing 
that goal. The complexity of this computation has inspired debate surrounding the rules for establishing and 
modifying a feedback controller. Much investigation of motor controllers is predicated on system 
identification techniques borrowed from engineering. With these techniques, a system is characterized by 
recording its responses to systematic perturbations [1]. This research has been entrenched in showing when 
and how an established controller, particularly that responsible for reaching and grasping, adapts in the face 
of perturbations (e.g. [2, 3, 4]).   
 

Unlike the adaptation paradigms, tasks which develop a new motor controller must require a novel mapping 
of actions onto desirable goal states. This is sometimes referred to as “skill learning,” and has received 
relatively little attention from a control theory prospective [5, 6]. It has been proposed that skill learning 
begins with effortful, carefully evaluated movements and continues until action sequences are accomplished 
without the express need of an agent’s attention [7].  Historically, this has been thought of as a progression, 
with early, effortful processing giving way to fast, automatic processes [5]. Although this idea has been 
around for over 50 years, we have no real mechanistic understanding for the progression of skill learning.  
 

A parallel to this motor learning progression has been carefully studied in the field of reinforcement learning. 
The terminology here is different, but the description of this progression is familiar, with early, goal-directed 
behavior consolidating into habitual actions after practice [8, 9, 10]. Indeed, the model-based stage of learning 
is often characterized as slow and effortful, requiring a computationally intensive tree search of action choices 
[11], echoing the attention-demanding effort of early skill learning. On the other hand, once learning becomes 
model-free, it is no longer able to search the decision tree for the best solution. This results in characteristically 
rigid performance. Nonetheless, the response is quickly and automatically accessible without need for 
effortful processing or attention [11]. We recognize this as a close description of a learned skill, which can be 
completed rapidly without effortful control.   
 

There is some experimental evidence suggesting that model-free and model-based learning also underlie 
learning of a motor controller. Particularly, imposing time pressure on subjects when they are learning an 
unintuitive keyboard-to-cursor mapping results in suppression of their ability to generalize the learning to 
new target locations [12]. However, these participants were able to generalize to new target locations when 
provided sufficient time to prepare. This suggests that normal use of a motor controller relies on a time-
consuming computation, such as a model-based process. A model-based controller could afford 
generalization by rolling out the consequences of various choices using learned action-outcome associations. 
However, imposing a time-limit on the motor controller may have forced reliance on faster, but less flexible, 
model-free learning.  
 

Over three experiments, we sought to determine parallels between established features of reinforcement 
learning and acquisition of a novel controller. We began by biasing learning toward either model-free or 
model-based processes and measuring the flexibility of the newly learned controller. In the second and third 
experiments, we investigate the ability of the motor system to use a newly learned controller to plan out future 
states.  
 
2. Experiments and Results 
 
We modified a task developed by Fermin and colleagues (2010), in which subjects navigate a cursor across a 
virtual grid using a keyboard [12]. The mapping between key-presses and movement of the cursor was 
arbitrary and unintuitive, which is thought to require learning de novo. In our variant of this task, subjects 
navigated a cursor across a grid by pressing keys on a keyboard. The mapping between key-presses and 
movement of the cursor was arbitrary and differed across subjects. Subjects practiced navigating between a 
single start-end pair (training phase) and were tested on multiple, novel start-end pairings (test phase). The 
exact process and number of these tests varied by experiment.  
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2.1  Experiment 1 – Instruction Biases Learning to Model-Based Processes 
 
In Experiment 1, subjects trained on an arbitrary key-response 
mapping deterministically tied to three keyboard keys (e.g. ‘D’ 
= up, ‘F’ = right, ‘J’ = left). All twenty training trails featured the 
same start and end position, which was always a six key-press 
path and pseudorandomized across participants. To bias 
learning toward model-free or model-based processes, we 
manipulated the instruction that subjects were given about how 
to solve the task. In the Instruction group, subjects were given 
the exact sequence of key-presses which would lead them to the 
target (e.g. “Press J-J-J-D-F-F”). In contrast, subjects in the No 
Instruction group were not provided with specific instructions 
for executing the path, forcing them to explore the mapping 
between key-presses and cursor movement during training. We 
hypothesized that knowledge of the correct sequence would tip 
the balance between different learning processes, which would 
be revealed with a transfer test where subjects navigated to a 
novel set of start-end locations.  
 

On the transfer test, subjects were given seven novel start/end 
location pairs to navigate. One trial with the trained start/end 
location was mixed randomly into the transfer test.  
 

We found that providing full knowledge of the required key-
press sequence greatly speeded initial learning (Figure 1A). 
However, on the transfer test, subjects who learned the 
sequence by trial and error far (Instruction Group) 
outperformed subjects given prior knowledge (No Instruction 
Group, Figure 1B). We take this as evidence that the No 
Instruction group produced a more flexible, model-based 
controller. Several control experiments confirmed that 
differences between the groups were not attributable to 
variability of experience in training, working memory, or 
explicit knowledge of the controller. 
 
2.2  Experiment 2 – The Newly Learned Controller Requires State-Space Feedback  
 
Next, we sought to determine how well a newly learned controller could be used to plan out a set of future 
states (i.e., a route between novel start-end locations) by removing continuous feedback of the cursor. The 
training phase was identical to that of Experiment 1, again with two groups: Instruction and No Instruction. 
The only difference from the test phase of Experiment 1 was the 
absence of continuous positional feedback. Subjects were able to see 
their position at the beginning of each trial, but once they began 
moving their curser disappeared and they had to complete the trail 
“in the dark”. Positive feedback was given if the subject hit the 
target space.  
 

With feedback removed in the test phase, performance on transfer 
trials dramatically declined to at or just-above chance (Figure 3). 
This finding calls into question the ability to use a novel, feedback 
controller to plan future states. This is true of both the group biased 
to be model-free and the group biased to be model-based. We 
hypothesized that subjects are unable to plan out future states using 
the newly learned controller because each blind movement greatly 
increases the number of possibilities for one’s current location. Even 
a subject with 80% confidence in any given movement would 
quickly face an unmanageable level of uncertainty five movements 
into the task.  

Figure 2. Average points out of a hundred for 
fifty subjects on the last five training trials, 
the start/end location that was trained, and 
the novel, transfer, start/end locations.  
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subjects; points were lost for not hitting the target 
(-100) and taking additional steps past what was 
necessary (-5/per). Shaded regions/error bars 
represent standard error. Horizontal line represents 
chance. (A) Time course of learning during 
training. B) Last five training trials, the start/end 
location that was trained, and the novel, transfer, 
start/end locations.  
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2.3  Experiment 3 – Extended Practice allows for Greater Flexibility without Feedback 
 
In Experiment 3, we tested whether the ability to plan without state-space feedback would depend on the 
complexity of the mapping and the degree of expertise. Unlike Experiments 1 and 2, the test trials in 
Experiment 3 were interleaved through-out training. Subjects would complete five training trails, again with 
the same start/end pair, and then be given a single, no-feedback transfer trial. Each transfer trial consisted of 
a set of start-end locations pseudorandomly chosen to be 1, 2, 3, or 4 key-presses apart. This was repeated for 
140 training trials, with subjects receiving one transfer trial of each length at least once every 20 training trials. 
Each subject completed the full experiment once with a 3-key mapping and once with a more difficult 6-key 
mapping.  
 

The complexity of the mapping and degree of learning interacted to determine how far in advance subjects 
could plan (Figure 4A). What’s more, we found that subjects’ reaction times increased with the number of 
planned future states (Figure 4B). We conducted an additional experiment to control for the presence of test 
trials during training. This follow-up experiment provided the same results as shown above. These results 
suggest that with extended practice a feedback controller can be co-opted to plan ahead, but doing so is 
computationally demanding.  

 
3  Discussion 
 
The goal of this study was to determine the extent of the analog between reinforcement learning in decision 
making and motor skill acquisition. Across three experiments, we found that participants can leverage both 
model-free and model-based processes to improve performance in a novel motor task. In the first experiment, 
we reveal that prior knowledge when learning a new motor controller determines behavioral flexibility when 
conditions change. Use of the new controller to navigate novel start/end locations was impaired when explicit 
knowledge of the correct training sequence was provided. We interpret this inability to transfer knowledge 
as the consequence of biasing early learning toward a model-free process, which resulted in weakened 
acquisition of the underlying motor controller. In Experiment Two we show that the model-based learning 
that allowed transfer in Experiment One is insufficient for a complete tree search of future movements. 
However, in Experiment Three we find that the ability to roll-out a complete motor plan is possible, and 
dependent on sufficient experience with the motor controller. Completing the full tree search necessary to 
formulate this motor plan is computationally taxing, as evidenced by increased reaction times when the 
number of planned steps increases. Planning with a controller requires extensive training, which reflects the 
commonly arduous experience of mastering a new motor skill. Our results, and a preliminary modeling 
analysis, are consistent with the idea that a model-based process underlies effective learning of a motor 
controller. 
 

To be entirely consistent with reinforcement learning theory, model-based processes should eventually give-
way to model-free processes in development of a motor controller. We anticipate the next evolution of the 
controller to include some caching of responses, such that there isn’t a reaction time cost for its use. This 
would represent the highest level of skill in motor control.  
 
 
 
 

Figure 3. Test-trial accuracy 
plotted as proportion of hits (A) 
and reaction time in seconds (B) 
for each target distance. Error 
bars represent standard error. In 
panel (A) the horizontal lines 
represent approximate chance 
of hit with random guessing.  One Two Three Four
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Abstract

We examine reinforcement learning (RL) in settings where there are information-theoretic constraints placed on the
learner’s ability to encode and represent a behavioral policy. This situation corresponds to a challenge faced by both
biological and artificial intelligent systems that must seek to act in a near-optimal fashion while facing constraints on the
ability to process information. We show that the problem of optimizing expected utility within capacity-limited learning
agents maps naturally to the mathematical field of rate-distortion (RD) theory. RD theory is the branch of information
theory that provides theoretical bounds on the performance of lossy compression. By applying the RD framework to
the RL setting, we develop a new online RL algorithm, Capacity-Limited Actor-Critic (CL-AC), that optimizes a tradeoff
between utility maximization and information processing costs. Using this algorithm in a discrete gridworld environment,
we first demonstrate that agents with capacity-limited policy representations naturally avoid “policy overfitting” and
exhibit superior transfer to modified environments, compared to policies learned by agents with unlimited information
processing resources. Second, we introduce a capacity-limited policy gradient theorem that enables the extension of our
approach to large-scale or continuous state spaces utilizing function approximation. We demonstrate our approach using
the continuous Mountain Car task.
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1 Introduction
We consider the problem of capacity-limited RL, in which learning agents lack the ability to store or represent behavioral
policies with perfect fidelity. This work is motivated by the framework of computational rationality [1], an emerging
paradigm for understanding biological and artificial intelligence as optimizing performance subject to constraints on infor-
mation processing. Previous research has identified fundamental information processing limits on human reinforcement
learning [2]. Building on this work, we examine constraints on the policy representation of the learner, formally defined in
the information theoretic sense, and demonstrate the implications of such constraints on self-guided learning.

In the standard RL setting [3], the agent’s goal is to learn an optimal policy, π∗(a | s). In the present work, we consider
this policy function as an information channel, that takes as input a current state, and produces an action to be followed
(e.g., S → A). To limit the amount of information stored about the policy or environment, we apply the framework of
rate-distortion (RD) theory [4]. Within RD theory, an information channel is abstractly modeled as a conditional probability
distribution p(y | x), which describes the probability of an input signal x, drawn from a source distribution p(x), producing
an output signal y. Optimal performance for this channel is defined by a loss function, L(x, y) that quantifies the cost of a
signal x ∈ X being transmitted as the value y ∈ Y . The goal for the channel is to minimize the cost of communication error
specified by the expected loss, E [L(x, y)]. Lastly, for a given source p(x) and channel distribution p(y | x), information
theory provides a measure of the amount of information communicated (on average) by the channel in terms of its mutual
information, I(X,Y ).

Any physical communication channel is necessarily limited to transmitting information at a finite rate. Consequently, an
optimally efficient communication channel is one that minimizes expected loss subject to this constraint:

Goal: Minimize E [L(x, y)]w.r.t. p(y | x), subject to I(X,Y ) ≤ C. (1)
In [5], Blahut developed an efficient iterative algorithm for solving this problem for channels with discrete input and
output alphabets. The Blahut algorithm minimizes the combined performance objective I(X,Y )+βE [L(x, y)] with respect
to p(y | x), where the parameter β > 0 controls the tradeoff between the expected loss and information rate of the channel.

Rather than being concerned with the mapping of abstract communication signals x and y, in the RL setting we are
interested in a channel that is concerned with the mapping from states to actions (policy mapping). In the present work,
we limit our attention to exploring the impact of capacity limits on the policy mapping, although in principle the same
approach could be extended to the value function as well. A critical component in the application of RD theory to RL
is the specification of an appropriate loss function for a capacity limited policy channel. To that end, we introduce the
Bellman loss function:

L?(s, a) = max
a′

q?(s, a′)− q?(s, a) (2)

= v?(s)−
∑

s′,r

p(s′, r | s, a)(r + γv?(s′)). (3)

This quantity is, by definition, the loss in expected utility associated with starting in state s and following action a, relative
to the best possible action for that state. Intuitively, the Bellman loss function says that when there is little difference
between the long-term cost of actions in a given state, there is no need to precisely encode a policy that distinguishes
between them. As we will demonstrate, minimizing the Bellman loss subject to an information constraint also motivates
exploratory behavior, without requiring an added intrinsic curiosity-based reward signal.

2 Properties of Capacity-Limited Policies
In this section, we demonstrate the implications of adopting a capacity limited policy in a simple 2D gridworld (Figure 1A).
The goal in this task is to navigate from a starting state to a terminal goal position. The states (S) are defined by the current
location of the agent within a 12x12 maze. The available actions (A) correspond to taking a step in one of four cardinal
directions (north, south, east, west). The agent incurs a 1-point penalty per step, and a 10-point penalty for colliding with
walls. Hence the objective is finding a least-cost path to the target.

The Bellman loss function defined in the previous section requires knowledge of the optimal value function. We start
by assuming that V ?(s) is known (solved via dynamic programming). The goal of the demonstration is to explore the
resulting changes in behavior as capacity limits are varied on the policy function π(a | s).
As an intuitive example, one can consider two kinds of behavioral policies for a gridworld environment. In one case, there
are no information constraints, and the agent simply remembers the optimal action associated with each state. As the
size of the state or action space grows, or for physical agents with limited computational resources, such a policy may be
infeasible to store with perfect fidelity. In the case of information constraints, a ‘compressed’ policy might consist of a
general plan (with high probability, move north or east) while storing more detailed instructions for key states where
there are high costs for error.

To explore this idea, we apply the Blahut algorithm to obtain compressed policy channels at various levels of channel
capacity. Figure 1B illustrates the fundamental tradeoff between channel capacity and performance. In this gridworld
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Figure 1: A) Optimal deterministic policy for each state. B) Each point along the curve represents an optimal policy that
achieves the maximal expected value at a given rate of information. C) 3 policies illustrated at different points along the
information rate distortion tradeoff curve (i–iii). Colors in the plots illustrate the entropy of the policy in each state of
the maze D) Average probability of occupying each state for learned policies (online) using 3 different information rate
constraints for a similar maze (averaged over 1,000 episodes).

environment, specifying an optimal deterministic policy requires 2 bits per state (the maximum entropy with 4 possible
actions). The results illustrate that behavioral policies can be substantially compressed (by over half) without incurring
significant cost to the agent.

Figure 1C illustrates three different capacity-limited policies (C = 0.1, 0.5, 1.0 bits per state, on average), indicated by
the labeled plot markers in the bottom left plot. The colors for each state indicate the entropy of the policy in that state.
With very limited capacity the agent’s policy is near-random. With increasing capacity, the agent focuses its limited
computational resources on representing important features of the environment with high fidelity (e.g. learning how to
navigate key corridors), while using a stochastic policy in open areas of the maze. Notably, Figure 1C also illustrates that a
form of exploration/exploitation tradeoff also emerges automatically from capacity-limited policies: behavior is naturally
more stochastic (exploratory) in states where the costs of error are unknown, or known to be small. Lastly, Figure 1D
illustrates the probability of occupying each state according to each of the three policies. At very low information rates, a
policy encodes little more than “move up and right”, and consequently becomes trapped in corners of the maze with high
probability (Figure 1D(i)).

3 On-line Learning via Capacity-Limited Actor-Critic (CL-AC)
In this section, we consider the problem of simultaneously learning a value function online, and from it gradually
improving a capacity-limited policy. We develop our algorithm using the Actor-Critic (AC) framework in RL. Because of
the recursive dynamics between an agent’s current policy, future exploration, and updated policy, it is not a priori obvious
that a capacity-limited agent will be able to discover or learn an effective policy.

Computing the Bellman loss function requires knowledge of the optimal value function for the task, v?(s). The approach
we adopt is simply to substitute an estimate of the value function, v(s), which is learned in an on-line manner using
standard temporal difference (TD) learning. The estimated loss functionL(s, a) is updated via the same temporal difference
error. The required elements for learning are a starting state and action, (s, a), the observed sample reward r and resulting
state s′, along with the current estimate of the value function. This yields:

L(s, a)← L(s, a) + η [v(s)− (r + γv(s′))− L(s, a)] . (4)

Note that the first two terms inside the square brackets are online samples of the Bellman loss function (Eq. 3), substituting
the estimated value function in place of the optimal value function. In the current work a common learning rate parameter
is adopted for both the value and loss function. With an estimated loss function (Eq. 4), it is possible to obtain an optimal
capacity-limited channel for that loss function using the Blahut algorithm [5].

The CL-AC algorithm was tested on the gridworld environment introduced previously, with varying values of the
parameter β. For each, performance was averaged across 2,500 randomly generated maze environments. The learning
rate was fixed at η = 0.1, and no temporal discounting was assumed. The results are shown in Figure 2, left panel. As
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Figure 2: Left: Average accumulated reward for CL-AC across 100 training episodes. Middle: Example training and
generalization environments. Added walls are highlighted in red. Right: Average generalization performance for CL-AC,
as a function of the trade-off parameter β.

before, we demonstrate that the representation of a behavioral policy can be extremely low-fidelity while still allowing
near-optimal performance.

In machine learning, it is commonly understood that complex models run the risk of overfitting: good performance on
a training set, but generalizing poorly to new environments. This raises the question of whether RL agents also suffer
from overfitting in terms of their learned policies, and whether capacity-limited RL could alleviate this problem. To
test this idea, we trained RL agents in randomly constructed gridworlds for 100 episodes. At the end of training, we
modified the maze by adding 8 additional walls placed in random locations, subject to the constraint that a viable path
from the start state to terminal state existed (2, middle). We compared the performance of the CL-AC algorithm using 100
different values of the capacity tradeoff parameter β, averaged across 2,500 random maze environments. Generalization
performance was evaluated in terms of the expected value of the learned policy, as applied to the altered gridworld maze.

Intuitively, one might think that capacity-limited agents should always be outperformed by higher capacity agents that
are able able to represent their policies with greater fidelity. Our results demonstrate that this is not the case. Figure 2,
right panel, illustrates that generalization performance is highest at intermediate levels of channel capacity (0.5 bits per
state). An intuitive account for this result lies in the concept of policy overfitting. Capacity limits force learning agents to
concentrate representational resources on critical states, at the expense of increasing stochasticity in states where the costs
for error are less critical. Consequently, when particular paths are blocked, the capacity-limited agents retain exploratory
policies that are likely to be viable alternative solutions. These results reiterate the benefits imparted by capacity-limited
policies, as they naturally impart regularization in learning systems towards policies that are robust, and more effectively
generalize past experiences to new environments.

4 Extension to Continuous State Spaces
In continuous or complex environments, modern RL approaches require some form of function approximation (such
as a neural network) to represent value functions and policies [3]. In order to extend CL-AC to this setting, we have
developed a novel stochastic gradient descent (SGD) version of the Blahut algorithm. Following the derivation of the
standard policy gradient theorem [3], we introduce a parameterized policy, πθ(a | s), and define a performance objective
that our policy should seek to optimize with respect to θ. The objective function reflects the fundamental RD tradeoff
between information rate and expected loss associated with following the policy: J(θ) = (1− β)I(s, a) + βE [L(s, a)].
Note that we have re-parameterized β, such that when β = 1 the objective is equivalent to unconstrained utility
maximization. Whereas Blahut developed an efficient coordinate descent algorithm for minimizing this objective in the
discrete setting, we instead adjust the continuous parameters of the policy θ via gradient descent: θ ← θ − α∇θJ(θ).
As computing the mutual information requires summing or integrating over the full state space, we instead perform
stochastic gradient descent by sampling states according to the on-policy distribution, and computing the local gradient at
each state. Mathematical analysis (manuscript in preparation) shows that our approach converges in expectation to a
minimum of the objective, corresponding to an optimal, but capacity-limited policy.

In the present paper, we offer an empirical demonstration of the approach using the OpenAI Gym “Mountain Car”
environment1. In this environment, an underpowered car must climb a hill by rocking back and forth in order to build up
sufficient momentum (Fig. 3A). The state space corresponds to the continuous position and velocity of the car. The agent
has three available actions: move left, neutral, or move right. On each time step the agent incurs a cost of −1 until the car
reaches the goal at the top of the hill on the right.

1https://gym.openai.com/envs/MountainCar-v0/

3

Paper # 116 20



0.00

0.25

0.50

0.75

1.00

1.25

-1.0 -0.5 0.0 0.5

Position

H
ei

gh
t

−0.04

0.00

0.04

−1.0 −0.5 0.0 0.5

Position

Ve
lo

ci
ty

−1.0 −0.5 0.0 0.5

Position
−1.0 −0.5 0.0 0.5

Position
−1.0 −0.5 0.0 0.5

Position

−0.04

0.00

0.04

−1.0 −0.5 0.0 0.5

Position

Ve
lo

ci
ty

−1.0 −0.5 0.0 0.5

Position
−1.0 −0.5 0.0 0.5

Position
−1.0 −0.5 0.0 0.5

Position

A
C

D
B

-250

-200

-150

0.25 0.50 0.75 1.00

A
vg

. r
ew

ar
d 

/ e
pi

so
de

0.00

0.25

0.50

0.75

1.00

Figure 3: A: The Mountain Car task environment. B: Policy performance (expected reward per episode) after 500 training
episodes with varying levels of β. C: Learned policies (shown as the probability of selecting the action ’right’ in each state)
at 4 levels of the parameter β. D: 100 sample episode trajectories generated from the policies illustrated in C.

Our model for the Mountain Car task used a radial basis function (RBF) network to encode the state, with a grid of
50 × 50 Gaussian units uniformly tiling the state space. A state-action value function q(s, a) was represented using a
linear combination of these features, with feature weights learned using the standard SARSA learning rule [3]. The
policy πθ(a | s) was implemented as a softmax layer with three output units corresponding to the three actions, receiving
input from the same underlying RBF feature representation. Paralleling the standard Actor-Critic framework, the policy
parameters were updated via gradient descent on each time step to minimize the (capacity-limited) performance objective.

Figure 3B illustrates the expected reward associated with varying levels of the parameter β after completing 500 training
episodes. As with the gridworld environment, the results show that the fidelity of an agent’s policy can be substantially
reduced without incurring excessive cost. We believe this may reflect a common property of natural environments, where
there are often large regions of the state space where optimal policies are either irrelevant or no better than random
choice. Computationally rational agents can capitalize on and exploit these natural task statistics, analogous to the idea of
efficient coding in perception. Figure 3C illustrates four different policies, for agents with β = {0.25, 0.5, 0.75, 1.0}, the
latter corresponding to an unlimited capacity agent. Panel D, below, illustrates 100 trajectories through the state space
generated by each of these policies. Much as in the gridworld environment, higher information rates yield increasingly
deterministic policies, but without an accompanying increase in utility to the agent. In future work we plan to explore the
generalization ability of capacity-limited policies in the mountain car environment, as well as in larger scale environments.

5 Summary
This paper describes the application of RD theory to the learning of limited yet efficient behavioral policies. We show that
such policies enable superior generalization, and naturally impart principled exploratory behavior. RD theory enforces
a budget on deterministic (exploitative) policies, and channels exploration intelligently. We further demonstrate the
extension of our approach to continuous state spaces. In aggregate, this body of work demonstrates the value of a
principled framework for the development and specification of computationally rational learning agents.
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Abstract

In partially observable environments, an agent’s policy should often be a function of the history of its interaction with the
environment. This contradicts the Markovian assumption that underlies most reinforcement learning (RL) approaches.
Recent efforts to address this issue have focused on training Recurrent Neural Networks using policy gradient methods.
In this work, we propose an alternative – and possibly complementary – approach. We exploit the fact that in many
cases a partially observable problem can be decomposed into a small set of individually Markovian subproblems that
collectively preserve the optimal policy. Given such a decomposition, any RL method can be used to learn policies for
the subproblems. We pose the task of learning the decomposition as a discrete optimization problem that learns a form
of Finite State Machine from traces. In doing so, our method learns a high-level representation of a partially observable
problem that summarizes the history of the agent’s interaction with the environment, and then uses that representation
to quickly learn a policy from low-level observations to actions. Our approach is shown to significantly outperform
standard Deep RL approaches, including A3C, PPO, and ACER, on three partially observable grid domains.

Keywords: Partial Observability
Reinforcement Learning
Automata Learning
Reward Machines
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1 Introduction

Partially observable environments remain very challenging for RL agents because they break the Markovian assumption
with respect to the agent’s observations. As a result, agents in these environments require some form of memory to
summarize past observations. Recent approaches either encode the observation history using recurrent neural networks
[5, 10, 7] or use memory-augmented neural networks to provide the agent access to external memory [6]. We propose an
alternative approach that searches for a decomposition of the task into a small set of individually Markovian subtasks.

For example, consider the 2-keys domain shown in Figure 1c. The agent (purple triangle) receives a reward of +1 when it
reaches the coffee machine, which is always in the yellow room. To do so, it must open the two doors (shown in brown).
Each door requires a different key to open it, and the agent can only carry one key at the time. At the beginning of each
episode, the two keys are randomly located in either the blue room, the red room, or split between them. Since the agent
can only see what is in the current room, this problem is partially observable.

This problem is quite difficult for current RL approaches: A2C, ACER, and PPO performed poorly on this task even after
5 million training steps (Section 4). However, it is decomposable into a small set of Markovian subproblems. The first
involves searching for the keys. Notice that if the agent finds only one key in the red room, then (if it has learned enough
about the domain) it can deduce that the second key is in the blue room. The next subproblem is to pick up a key. This
is followed by a subproblem involving opening a door and retrieving the other key. Crucially, this last subproblem is
Markovian because the agent already knows which room the key is in based on which key they previously picked up.

Main contributions: We propose a discrete optimization-based approach that finds a high-level decomposition of a
partially observable RL problem. This decomposition splits the problem into a set of Markovian subproblems and takes
the form of a reward machine (RM) [8]. We also extend an existing method for exploiting RMs to the partially observable
case, so that we can use a found RM to quickly learn a policy from low-level observations to actions. Finally, we show that
our approach significantly outperforms several well-known policy gradient methods on three challenging grid domains.

Related work includes some early attempts to tackle partially observability in RL based on automata learning, e.g. [3, 4].
Both works rely on learning finite state machines at a low-level (over the environment observations). In contrast, our
approach relies on learning a decomposition of the problem at the abstract level given by a labelling function. This allows
our approach to also work over problems with continuous (or very large) observation spaces.

2 Preliminaries

A Markov Decision Process (MDP) is a tupleM = 〈S,A, r, p, γ〉, where S is a finite set of states, A is a finite set of actions,
r : S × A → R is the reward function, p(s, a, s′) is the transition probability distribution, and γ is the discount factor. The
objective ofM is to find a policy π∗ : S → Pr(A) that maximizes the expected discounted reward for every state s ∈ S.
When r or p are unknown but can be sampled, an optimal policy can be found using RL approaches like q-learning. This
off-policy method uses sampled experience of the form (s, a, s′, r) to update q̃(s, a), an estimate of the optimal q-function.

A Partially Observable Markov Decision Process (POMDP) is a tuple PO = 〈S,O,A, r, p, ω, γ〉, where S, A, r, p, and γ are
defined as in an MDP, O is a finite set of observations, and ω(s, o) is the observation probability distribution. At every time
step t, the agent is in exactly one state st ∈ S, executes an action at ∈ A, receives an immediate reward rt+1 = r(st, at),
and moves to the next state st+1 according to p(st, at, st+1). However, the agent does not observe st+1, and only receives
an observation ot+1 ∈ O via ω, where ω(st+1, ot+1) is the probability of observing ot+1 from state st+1 [1]. As such, many
RL methods cannot be immediately applied to POMDPs because the transition probabilities and reward function are not
necessarily Markovian w.r.t. O.

3 Learning to Decompose Partially Observable Problems

Our approach to RL in a partially observable environment has two stages. In the first, the agent solves an optimization
problem over a set of traces to find a “good” reward machine (RM)-based [8] decomposition of the environment. In
particular, we look for an RM R that can be used to make accurate one-step Markovian predictions over the traces in
the training set. In the second stage, the agent uses any standard RL algorithm to learn a policy directly from low-level
observations to actions for each subtask identified in R. If at some point R is found to make incorrect predictions,
additional traces are added to the training set and a new RM is learned. This process continues for as long as is desired.

Reward Machines under Partial Observability

Let us begin by defining RMs and identifying how a given RM can be used by an RL agent in a partially observable
environment. RMs are finite state machines that give reward on every transition, and were recently proposed as a way to
expose the structure of a reward function to an RL agent [8]. In the case of partial observability, RMs are defined over a
set of propositional symbols P that correspond to a set of high-level features the agent can detect using a labelling function
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L : O∅ × A∅ × O → 2P where X∅ = X ∪ {∅}. L assigns truth values to symbols in P given an environment experience
e = (o, a, o′) where o′ is the next observation after executing action a from observation o. We use L(∅, ∅, o) to assign
truth values to the initial observation. We call a truth value assignment over P an abstract observation since it provides a
high-level view of the low-level observations via L. We now formally define an RM as follows:

Definition 3.1 (reward machine). Given a set of propositional symbols P , a set of (environment) observations O, and a
set of actions A, a Reward Machine is a tuple RPOA = 〈U, u0, δu, δr〉 where U is a finite set of states, u0 ∈ U is an initial
state, δu is the state-transition function, δu : U × 2P → U , and δr is the reward-transition function, δr : U × 2P → R.

RMs decompose problems into high-level states U and define transitions using conditions defined by δu. These con-
ditions are over a set of binary properties P that the agent can detect using L. For example, consider the RM for the
2-keys domain shown in Figure 1d. We assume that the agent can use L to detect the room color ( , , , and ), the
objects in the current room (¤, K, and µ, where µ represents a locked door), and whether it is carrying a key ( ). Each
of these symbols is in P . In the figure, we use “( , )“ to denote that and are true in the current state, and all other
propositions (e.g. ) are false. We also use “( , ); ( , )“ to say that the transition is taken if either of these sets of
propositions is satisfied. Finally, we note the figure only shows propositions sets that induce RM state changes. For all
other sets, the RM simply remains in the same state it was in the last step.

The agent starts at the initial RM state u0 and stays there until it observes the red room with no keys ( ), one key ( ,¤) or
two keys ( ,¤,¤), or similarly for the blue room. Each of these conditions is associated with a unique arrow indicating
the state to which the RM transitions. If the agent enters the blue room and there is one key ( ,¤), then the RM state
changes from u0 to u1. The transitions in the RM are also associated with a reward via δr.

When learning policies given an RM, one simple approach is to learn a policy π(o, x) that considers the current observa-
tion o ∈ O and the current RM state x ∈ U . While a partially observable problem might be non-Markovian over O, it
can be Markovian over O × U for some RM RPOA. We call such an RM a perfect RM. For example, Figure 1d shows a
perfect RM for the 2-keys domain given a labelling function that detects events , , ¤, and . It is perfect because it can
correctly keep track of the locations of the keys once this is determined, which is all that the agent needs to remember in
order to decompose the problem in a Markovian way. Formally, we define a perfect RM for POMDP PO as follows:

Definition 3.2. An RMRPOA = 〈U, u0, δu, δr〉 is considered perfect for a POMDP PO = 〈S,O,A, r, p, ω, γ〉with respect to
a labelling function L if and only if for every trace o0, a0, . . . , ot, at generated by any policy over PO, the following holds:
Pr(ot+1, rt+1|o0, a0, . . . , ot, at) = Pr(ot+1, rt+1|ot, xt, at) where x0 = u0 and xt = δu(xt−1, L(ot−1, at−1, ot)) .

Interestingly, we can formally show that if the set of belief states [1] for the POMDP PO is finite, then there exists a perfect
RM for PO. In addition, we can show that the optimal policies for perfect RMs are also optimal for PO.

From Traces to Reward Machines

We now consider the problem of learning a perfect RM from traces, assuming one exists w.r.t. the given labelling function
L. Since a perfect RM transforms the original problem into a Markovian problem over O × U , we prefer RMs that
accurately predict the next observation o′ and the immediate reward r from the current observation o, the RM state
x, and the action a. Instead of trying to predict the observations themselves, we propose a low-cost alternative which
focuses on a necessary condition for a perfect RM: the RM must correctly predict what is possible and impossible at the
abstract level given by L. It is impossible, for instance, to be at u3 in the RM from Figure 1d and observe ( ,¤), because
the RM is at u3 iff the agent saw that the red room was empty or that both keys were in the blue room.

This idea is formalized in our optimization model (Figure 1e). Let T = {T0, . . . , Tn} be a set of traces, where each trace
Ti is a sequence of observations, actions, and rewards: Ti = {oi,0, ai,0, ri,0, . . . , oi,ti , ai,ti , ri,ti}. We now look for an RM
〈U, u0, δu, δr〉 that can be used to predict L(ei,t+1) from L(ei,t) and the current RM state xi,t, where ei,t+1 is the experience
(oi,t, ai,t, oi,t+1) and ei,0 is (∅, ∅, oi,0) by definition. The model parameters are the set of traces T , the set of propositional
symbols P , the labelling function L, and a maximum number of states in the RM umax. The model also uses the sets
I = {0 . . . n} and Ti = {0 . . . ti − 1}, where I contains the index of the traces and Ti their time steps. The model has two
auxiliary variables xi,t and Nu,l. Variable xi,t ∈ U represents the state of the RM after observing trace Ti up to time t.
Variable Nu,l ⊆ 2P is the set of all the next abstract observations seen from the RM state u and the abstract observations
l at some point in T . In other words, l′ ∈ Nu,l iff u = xi,t, l = L(ei,t), and l′ = L(ei,t+1) for some trace Ti and time t.

Constraints (2) and (3) ensure that we find a well-formed RM, while constraints (4) to (6) ensure that the found RM
satisfies the current set of traces. Constraint (7) and (8) ensure that the Nu,l sets contain at least every L(ei,t+1) that has
been seen right after l and u in P . The objective function (1) comes from maximizing the log-likelihood for predicting
L(ei,t+1) using a uniform distribution over all the possible options given by Nu,l. A key property of this formulation is
that any perfect RM is optimal with respect to the objective function in equation (1) when the number of traces (and their
lengths) tends to infinity, if the traces are collected by a policy π such that π(a|o) > ε for all o ∈ O and a ∈ A.

For solving this optimization problem, we found the local search algorithm Tabu search [2] to be effective. This method
starts from an arbitrary feasible solution. It then iteratively examines all feasible “neighbouring” solutions, and moves
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minimize
〈U,u0,δu,δr〉

∑

i∈I

∑

t∈Ti

log(|Nxi,t,L(ei,t)|) (1)

s.t. 〈U, u0, δu, δr〉 ∈ RPOA (2)
|U | ≤ umax (3)
xi,t ∈ U ∀i ∈ I, t ∈ Ti (4)
xi,0 = u0 ∀i ∈ I (5)
xi,t+1 = δu(xi,t, L(ei,t+1)) ∀i ∈ I, t ∈ Ti (6)

Nu,l ⊆ 2P ∀u ∈ U, l ∈ 2P (7)
L(ei,t+1) ∈ Nxi,t,L(ei,t) ∀i ∈ I, t ∈ Ti (8)

(e) Optimization model for learning RMs.

Figure 1: Our domains, a perfect RM for the keys domain, and our optimization model.

to the neighbour with the best evaluation according to the objective function. For us, neighbouring RMs are defined as
those that differ by exactly one transition. When a time limit is hit, the best seen solution is returned. Tabu search also
maintains a set of states, the Tabu list, and prunes them from the “neighbouring” solutions to avoid revisiting them.

Finding Policies For Learned Reward Machines

Once we have learned an RM, we can use any RL algorithm to learn a policy π(o, u), by treating the combination of o
and u as the current state. However, doing so does not exploit the problem structure that is exposed by the RM. To this
end, an approach called Q-Learning for RMs (QRM) was proposed [8]. QRM learns one q-function q̃u (i.e., policy) per RM
state u ∈ U . Then, given any sample transition, the RM can be used to emulate how much reward each q-value would
receive from every RM state. Formally, experience e = (o, a, o′) is transformed into a valid experience (〈o, u〉, a, 〈o′, u′〉, r)
for training q̃u for each u ∈ U , where u′ = δu(u, L(e)) and r = δr(u, L(e)). Hence, any off-policy learning method can
take advantage of these “synthetically” generated experiences to train every q-function q̃u. When q-learning is used to
learn each policy, QRM is guaranteed to converge to an optimal policy when the problem is fully-observable.

To apply QRM on a learned RM in a partially observable environment, we must first learn values for the RM’s reward
function δr from the set of training traces T . We do so by setting δr(u, l) as its empirical expectation over T . In addition,
we must handle an issue related to importance sampling. An experience (o, a, o′) might be more or less likely depending
on the RM state that the agent was in when the experience was collected. For example, experience (o, a, o′) might be
possible in one RM state ui but not in uj . Updating the policy for uj using (o, a, o′) would then introduce an unwanted
bias to q̃uj . We handle this issue by only “transferring” an experience (o, a, o′) from ui to uj , if the current RM indicates
that experience is possible in uj . For example, if some experience in Figure 1c consists of entering the red room and
seeing only one key, then this experience will not be used to update the policies for states u2, u3, u4, and u6 of the perfect
RM in Figure 1d. While this approach will not address the problem in all environments, we leave that as future work.

Simultaneously Learning a Reward Machine and a Policy

We now describe our overall approach for simultaneously finding an RM and exploiting that RM to learn a policy. Our
approach starts by collecting a training set of traces T generated by a random policy during tw “warmup” steps. This set
of traces is used to find an initial RMR using Tabu search. The algorithm then initializes policy π, sets the RM state to the
initial state u0, and sets the current label l to the initial abstract observation L(∅, ∅, o). The standard RL learning loop is
then followed: an action a is selected following π(o, x), and the agent receives the next observation o′ and the immediate
reward r. The RM state is then updated to x′ = δu(x, L(o, a, o

′)) and the policy π is improved using whatever RL method
is being deployed using the last experience (〈o, x〉, a, r, 〈o′, x′〉). Note that in an episodic task, the environment and RM
are reset whenever a terminal state is reached.

If on any step, there is evidence that the current RM might not be the best one, our approach will attempt to find a new
one. Recall that the RM R was selected using the cardinality of its prediction sets N (1). Hence, if the current abstract
observation l′ is not in Nx,l, adding the current trace to T will increase the size of Nx,l for R. As such, the cost of R will
increase and it may no longer be the best RM. Thus, if l′ 6∈ Nx,l, we add the current trace to T and search for a new RM.
Recall that we use Tabu search, though any discrete optimization method could be applied. Our method only uses the
new RM if its cost is lower thanR’s. If the RM is updated, a new policy is learned from scratch.

4 Evaluation and Discussion

We tested our approach on three partially observable grid domains, each with the same layout of three rooms with a con-
necting hallway. The agent can move in the four cardinal directions and can only see what is in the current room. These
are stochastic domains where the outcome of an action randomly changes with a 5% probability. The first environment is
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Figure 2: Left: Total reward collected every 10, 000 training steps. It shows the median performance over 30 runs and percentile 25 to
75 in the shadowed area for LRM approaches. The maximum performance is reported for the other approaches. Right: Comparison
between the cost of the perfect RM and the cost of RMs found by Tabu search.

the symbol domain (Figure 1a). It has three symbols♣,♠, and � in the red and blue rooms. One symbol from {♣,♠,�} and
possibly an up or down arrow are randomly placed at the yellow room. Intuitively, that symbol and arrow tell the agent
where to go (e.g., ♣ and ↑ tell the agent to go to ♣ in the north room). If there is no arrow, the agent can go to the target
symbol in either room. An episode ends when the agent reaches any symbol in the red or blue room, at which point they
receive a reward of +1 if they reached the correct symbol and −1 for an incorrect symbol. The second environment is
the cookie domain (Figure 1b). It has a button in the yellow room that, when pressed, makes a cookie randomly appear in
the red or blue room. The agent receives reward +1 for reaching the cookie and may then go back to the button to make
another one appear. Each episode is 5, 000 steps long, during which the agent should attempt to get as many cookies as
possible. The final environment is the 2-keys domain (Figure 1c) that was described in Section 1.

We tested two versions of our Learned Reward Machine (LRM) approach: LRM+DDQN and LRM+DQRM. Both learn
an RM from experience as described in Section 3, but LRM+DDQN learns a policy using DDQN [9] while LRM+DQRM
uses the modified version of QRM. In all domains, we used umax = 10, tw = 200, 000, an epsilon greedy policy with
ε = 0.1, and a discount factor γ = 0.9. The size of the Tabu list and the number of steps that the Tabu search performs
before returning the best RM found is 100. We compared against 4 baselines: DDQN [9], A2C [5], ACER [10], and PPO
[7]. To provide DDQN some memory, its input is set as the concatenation of the last 10 observations, as commonly done
by Atari playing agents. In contrast, A2C, ACER, and PPO already use an LSTM to summarize the observation history.

The left side of Figure 2 shows the total reward that each approach gets every 10, 000 training steps. The figure shows that
the LRM approaches largely outperform all the baselines. We also note that LRM+DQRM learns faster than LRM+DDQN,
but is more unstable. In particular, LRM+DQRM converged to a considerably better policy than LRM+DDQN in the 2-
keys domain. We believe this is due to QRM’s experience sharing mechanism that allows for propagating sparse reward
backwards faster. In contrast, all the baselines outperformed a random policy, but none make much progress on any of
the domains, even when run much longer (5, 000, 000 steps).

A key factor in the strong performance of the LRM approaches is that Tabu search finds high-quality RMs in less than
100 search steps (Figure 2, right side). In each plot, a point compares the cost of a handcrafted perfect RM with that of
an RM R that was found by Tabu search while running our LRM approaches, where the costs are evaluated relative to
the training set used to find R. Being on or under the diagonal line (as in most of the points in the figure) means that
Tabu search is finding RMs whose values are at least as good as the handcrafted RM. Hence, Tabu search is either finding
perfect reward machines or discovering that our training set is incomplete and our agent will eventually fill those gaps.

For future work, we plan on exploring the use of recurrent neural networks for finding policies for each RM subtask.
Doing so would mean that we might not have to find a perfectly Markovian high-level decomposition. We expect this
will allow us to solve problems with less informative labelling functions, and using RMs with fewer states.
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(b) Forming a ground policy from a policy over abstract
states and φ-relative options.

Figure 1: Reinforcement Learning with state abstraction and options: (a) an augmentation of the traditional
RL loop wherein an agent reasons in terms of abstract states and chooses among options, and (b) the process
for inducing π⇓φ,Oφ , a Markov policy in the ground MDP, from a (φ,Oφ, πφ,Oφ ) triple.

1 Introduction

We here explore the role of state and action abstractions in the context of Reinforcement Learning (RL) [24],
as pictured in Figure 1a. Our main objective is to clarify which combinations of state and action abstractions
support representation of near-optimal policies in Markov Decision Processes (MDPs) [22].

A state abstraction defines an aggregation function that translates the environmental state space S into Sφ,
where usually |Sφ| � |S|. With a smaller state space, learning algorithms can learn with less computation,
space, and even samples [10, 3, 23, 13, 14]. However, throwing away information about the state space
might destroy representation of good policies. An important direction for research is to clarify which state
abstractions can preserve near-optimal behavior [9, 17, 14, 1, 2].

We take an action abstraction to be a replacement of the actions of an MDP, A, with a set of options [25], O,
which encode long-horizon sequences of actions. Options are known to aid in transfer [16, 6, 28], encourage
better exploration [4, 12, 18, 27], and make planning more efficient [20, 21].

The primary contribution of this work introduces combinations of state abstractions and options that pre-
serve representation of near-optimal behavior. We define φ-relative options, a general formalism for ana-
lyzing the value loss of pairs (φ,Oφ), and prove there are classes of φ-relative options that preserve near-
optimal behavior in any MDP.

1.1 Background

We first provide brief background on state abstractions and options.

Definition 1 (State Abstraction): A state abstraction φ : S → Sφ maps each ground state, s ∈ S into an abstract
state, sφ ∈ Sφ. We denote policies over abstract states as πφ, defined as a mapping Sφ → A.

Critically, a policy over abstract states induces a unique policy over ground states:
Remark 1. Any deterministic policy defined over abstract states, πφ : Sφ → A induces a unique policy in the
original MDP. We denote this ground policy as π⇓φ(s), and the space of all policies representable in this manner as Π⇓φ.

For each s ∈ S , we may pass it through the abstraction to yield sφ = φ(s). To specify an action, we then
query πφ(sφ). Using this mapping process we can evaluate a given abstract policy, πφ, by the value of its
induced ground policy, π⇓φ . We now define the sub-optimality induced by a given state abstraction φ.

Definition 2 (φ-Value Loss): The value loss associated with a state abstraction φ denotes the degree of sub-optimality
attained by applying the best abstract policy. More formally:

L(φ) := min
π⇓φ∈Π⇓φ

max
s∈S

V ∗(s)− V π
⇓
φ (s). (1)
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Next we introduce options, a popular formalism for empowering the action space of an agent.

Definition 3 (Option [25]): An option o ∈ O is a triple 〈Io, βo, πo〉, where Io ⊆ S is a subset of the state space
denoting where the option initiates; βo ⊆ S, is a subset of the state space denoting where the option terminates; and
πo : S → A is a deterministic policy prescribed by the option o.

Options define abstract actions; the three components indicate where the option o can be executed (Io),
where the option finishes (βo), and what to do in between these two conditions (πo).

2 State-Action Abstractions

Together, state and action abstractions can distill complex problems into simple ones [15, 8, 5]. Our treat-
ment of state-action abstraction is related to generating options from a bisimulation metric [11] as pro-
posed by Castro and Precup [7], but distinct from state-action homomorphisms, as explored by Ravindran
[23], Taylor et al. [26] and Majeed and Hutter [19]. We here introduce a novel means of combining state
abstractions with options, defined as follows:

Definition 4 (φ-Relative Option): For a given φ, an option is said to be φ-relative if and only if there is some
sφ ∈ Sφ such that, for all s ∈ S:

Io(s) ≡ s ∈ sφ, βo(s) ≡ s 6∈ sφ, πo ∈ Πsφ , (2)

where Πsφ : {s | φ(s) = sφ} → A is the set of ground policies defined over states in sφ. We denote Oφ as any non-
empty set that 1) contains only φ-relative options, and 2) contains at least one option that initiates in each sφ ∈ Sφ.

Intuitively, this means we define options that initiate in each abstract state and terminate once the option
leaves the abstract state. For example, in the classical Four Rooms domain, if the state abstraction turns each
room into an abstract state, then any φ-relative option in this domain would be one that initiates anywhere
in one of the rooms and terminates as soon as the option leaves that room. This gives us a powerful
formalism for seamlessly combining state abstractions and options.

We henceforth denote (φ,Oφ) as a state abstraction paired with a set of φ-relative options. We first show
that, similar to Remark 1, any (φ,Oφ) gives rise to an abstract policy over Sφ and Oφ that also induces a
unique policy in the ground MDP (over the entire ground state space). We do not here present proofs due
to space constraints.
Theorem 1. Every deterministic policy defined over abstract states and φ-relative options, πφ,Oφ : Sφ → Oφ,
induces a unique Markov policy over the original MDP, π⇓φ,Oφ : S → A. We denote Π⇓φ,Oφ as the set of policies in the
ground MDP representable by the pair (φ,Oφ) via this mapping.

This theorem gives us a means of translating a policy over φ-relative options into a ground policy over S
andA (this process is visualized in Figure 1b). Consequently, we can define the value loss associated with a
set of options paired with a state abstraction: every (φ,Oφ) pair yields a set of policies in the ground MDP,
Π⇓φ,Oφ . The value loss of φ,Oφ, then, is just the value loss of the best policy in this set.

Definition 5 ((φ,Oφ)-Value Loss): The value loss of (φ,Oφ) is the smallest degree of suboptimality achievable:

L(φ,Oφ) := min
π⇓φ,Oφ

∈Π⇓φ,Oφ

max
s∈S

V ∗(s)− V π
⇓
φ,Oφ (s). (3)

To characterize the loss of various options, we require a final definition that clarifies what is meant by
an option class. We adopt a new formalism that characterizes sets of options as containing representative
options, defined as follows.

Definition 6 (Option Class): Let Oallφ denote the set of all possible φ relative options for a given φ. For every sφ,
consider a two-place predicate on options of this set, psφ : Oallφ ×Oallφ → {0, 1}. A set of φ-relative options is said to
belong to the class defined by psφ , which we denote Oφ,p, if and only if:

∀sφ∈Sφ∀o1∈Oallφ ∃o2∈Oφ,p : psφ(o1, o2). (4)
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Intuitively, a class of options consists of choosing a small set of representative options from the set of all
possible options, where the other options that the representatives are intended to account for are defined
by the predicate. In the trivial case, the predicate defines equivalence; if the two options are the same, it is
true. In this case, we just recover the set of all options. Instead, we might describe a class of options as those
that transition to the same next abstract state from the given sφ; then, we need only retain one such option
to adhere to this class. Shortly, we will define two classes that possess desirable theoretical properties.

With our definitions in place, we now pose the central question of this work:

Central Question: Are there classes of options that, when paired with well-behaved state abstractions
(that is, L(φ) = εφ), yield a relatively small L(φ,Oφ)?

Our main result answers this question in the affirmative; the following two option classes preserve near-
optimality. The option classes we introduce guarantee ε closeness of values or models, building off of state
abstraction classes from prior work [9, 17, 1]. More concretely:

1. Similar Q∗-Functions (Oφ,Q∗ε ): The ε-similar Q∗ predicate defines an option class where, for all sφ:

psφ(o1, o2) ≡ max
s∈S
|Q∗sφ(s, o1)−Q∗sφ(s, o2)| ≤ εQ, (5)

where:

Q∗sφ(s, o) := R(s, πo(s)) + γ
∑

s′∈S
T (s′ | s, πo(s))

(
1(s′ ∈ sφ)Q∗sφ(s′, πo) + 1(s′ 6∈ sφ)V ∗(s′)

)
. (6)

2. Similar Models (Oφ,Mε
): The ε-similar T and R predicate defines an option class where, for all sφ:

psφ(o1, o2) ≡ ||T s′s,o1 − T s
′
s,o2 ||∞ ≤ εT AND ||Rs,o1 −Rs,o2 ||∞ ≤ εR, (7)

where Rs,o and T s
′
s,o are shorthand for the reward model and multi-time model of Sutton et al. [25].

Our main result establishes the bounded value loss of these two classes.
Theorem 2. (Main Result) For any φ such that L(φ) ≤ εφ, the two introduced classes of φ-relative options satisfy:

L(φ,Oφ,Q∗ε ) ≤ εφ +
εQ

1− γ , L(φ,Oφ,Mε
) ≤ εφ +

εR + |S|εTVMAX

1− γ . (8)

2.1 Discussion

We introduce φ-relative options, a simple but expressive formalism for combining state aggregation func-
tions with options. These offer analysis of the quantity L(φ,Oφ), a coherent notion of value loss extended
to capture the value loss of joint state-action abstractions. We introduce two classes of φ-relative options
that are guaranteed to preserve near-optimality in any MDP. We take this to serve as a concrete path toward
principled option discovery and use; our main direction for future work is to develop a practical option dis-
covery algorithm that 1) offers synergy with state abstraction, and 2) is guaranteed to retain near-optimal
behavior.
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Abstract

We study the effect of impairment on stochastic multi-armed bandits and develop new ways to mitigate it. Impairment
effect is the phenomena where an agent only accrues reward for an action if they have played it at least a few times in the
recent past. It is practically motivated by repetition and recency effects in domains such as advertising (here consumer
behavior may require repeat actions by advertisers) and vocational training (here actions are complex skills that can only
be mastered with repetition to get a payoff). Impairment can be naturally modelled as a temporal constraint on the
strategy space, we provide a learning algorithm that achieves sublinear regret. Our regret bounds explicitly capture the
cost of impairment and show that it scales (sub-)linearly with the degree of impairment. Beyond the primary objective
of calculating theoretical regret guarantees, we also provide experimental evidence supporting our claims.

In Summary, our contributions are three-folds: Modeling arm pull history dependent impairment effect; designing a
sublinear regret learning algorithm and showing its relevance in the past literature of reward corruption and delay and
finally, supporting our theoretical guarantees with experimental validation.

Keywords: Multi-armed-bandits, Stochastic Impairments, Stochastic History,
Doob’s Martingale

∗Additional details can be found in the full version of this work, Bandits with Temporal Stochastic Constraints available at
https://arxiv.org/abs/1811.09026
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Figure 1: Bandit learning with stochastic impairment.

1 Introduction

In the space of advertising and consumer behavior models, repetition effect [Machleit and Wilson, 1988, Campbell and
Keller, 2003] has been well studied, under which, an advertiser’s payoff (for instance, click through rate) depends on
how frequently they have presented the same ad to the same audience in the recent past. If the advertiser presents a
specific ad sporadically, then the aggregated payoff is much lower. If this ad is the best among a collection of ads, then
the advertiser will not be able to deduce this from their observations. Further, different ads may need different levels
of repetition to obtain payoffs, and this may not be known a priori to the advertiser. This phenomenon also translates
to recommendations, such as for products and movies, where repeated display of item(s) can cause positive reinforce-
ment to build over time, culminating in a conversion. And since conversions depend on the past recommendations, they
interfere with learning the true underlying (mean) payoffs of different recommendations. In the domain of skill acquisi-
tion [DeKeyser, 2007], especially those which are complex [Bosse et al., 2015], a learner may have to repeatedly try each
action several times to advance or acquire a reward. Further, they may have to repeat these actions frequently enough so
as to not lose the acquired skill [Kang, 2016].

Motivated by the above discussion, we define a new class of problems, which we call bandit learning with stochastic
impairment, to address the need for repetitions. The defining characteristic here is that a learning algorithm can only
accrue rewards if it has played the same arm enough number of times in the recent past. The amount by which the
algorithm needs to replay the same arm is a measure of impairment. The reward for playing that arm at the current time
is instantaneous. A diagram illustrating this is shown in Figure 1.

As the impairment effect is based on the history of arm pulls which is stochastic, usual multi-armed-bandits (MAB)
algorithms such as UCB1, SE, MOSS or Thompson Sampling are ineffective because one cannot directly control the
number of times an arm is played in a given time window. In fact, if we have an instance in which a couple of arms
have almost equal mean payoffs, then the aforementioned algorithms may switch between these very frequently (see
Section 4), potentially causing linear regret. We also observe that impairment setting is closely related to delay [Pike-
Burke et al., 2018, Cesa-Bianchi et al., 2018] and corruption [Lykouris et al., 2018, Gajane et al., 2017] in the reward
accrual process. As an unifying view, in all three works one can assume that there is a intermediate function that allows
an MAB algorithm to accrue some transformation of the rewards instead of the rewards themselves.

Owing to the nature of impairment effect, learning algorithms necessarily have to ensure that the arms still under con-
sideration are played frequently, perhaps in batches. In particular, if one plays an arm for a sufficiently long period of
time, then they can ensure that the instantaneous rewards are always accrued (except some at the beginning). Phase
based algorithms are a natural choice given these considerations. This family of algorithms date back to [Agrawal et al.,
1988], who considered arm switching costs. To address these issues, we develop UCB-REVISITED+, which expands on
the phase-based algorithmic template to mitigate impairments in reward accrual. In particular, UCB-REVISITED+ is
based on UCB-REVISITED [Auer and Ortner, 2010] and works under the setting when the expected impairment effect is
known. Naturally, the algorithm also works when the impairment is deterministic.

To analyze regret upper bounds for our proposed algorithm, UCB-REVISITED+, we rely on its phased operation to
distill reward sequences for each of its arm. We first consider zero-mean sequences by subtracting the mean from each
reward, then we segregate portions of the sequence corresponding to the impairment effect. Further, we construct a
version of Doob’s martingales with the associated filtration set being the entire history of rewards and arm pulls on
these sequences. Following the analysis techniques of [Auer and Ortner, 2010] and [Pike-Burke et al., 2018],where the
latter uses Freedman’s inequality and the Azuma-Hoeffding inequality based Doob’s optimal skipping theorem (see
Section 3), we finally calculate high probability bounds on the regret and show that the influence of impairment is at
best only additive. While our analysis partially overlaps with these two previous works, the random variables related to
impairment in our setting do need a qualitatively different treatment.

1

Paper # 72 33



2 Problem Definition

There are K > 1 arms in the set K. Each arm j ∈ K is associated with a reward distribution ξj , which has support [0, 1].
The mean reward for arm j is µj . µ∗ is the maximum of all µj and corresponds to the arm j∗. Define ∆j = µ∗ − µj .
One of the key aspects of this work is a novel modeling of impairment that temporally correlates the rewards accrued by
any algorithm with its past sequence of actions. Let Rt,j be the reward that would be generated if the jth arm is played
at time t. Further, let Jt ∈ K represents the arm that is played at time t. Each arm j is associated with an i.i.d. stochastic
process (impairment process) {dt,j} that controls reward accrual in the following way: the learner can only observe the
reward Rt,j if the arm j was pulled at least dt,j times in the N -most recent time steps, as:

Xt,j = Rt,jI






t∑

k=max(t−N,0)

I[Jk = j]


 ≥ dt,j


 ,

where I[ ] is the indicator function. For simplicity, we demonstrate our solution assuming the mean of each random
variable dt,j is equal to E[d]. The tuple 〈K, ξj , {dt,j}, N〉 completely defines a problem instance.

With this context, the learning goal is to design an online algorithm that minimizes (pseudo-) regret for a given time
horizon T , as:

RT = max
k∈[K]

E

[
T∑

t=1

Xt,k

]
− E

[
T∑

t=1

Xt,Jt

]
. (1)

Unlike the standard setting, the above terms cannot be further simplified because here the accrued rewards, {Xt,j}
depends both on the reward distribution and stochastic history of the arm pulls.

3 Algorithm and Analysis

Notation: Let m index phases. Let Tj(m) refer to the collection of times when the jth arm is played up to phase m. Xt

is the reward accrued at time t and Rt,j is the reward observed for playing arm j at time t. The sequence of parameters
{nm|m = 0, 1, 2, ...} determine the number of consecutive rounds each active arm is played in the phase m, where active
arms belong to the set Km. The estimated mean reward for arm j at the end of phase m is denoted by Xm,j .

In the mth phase, every arm in the set of active arms is played consecutively for a certain number of times, say nm times.
We creatively design nm such that the confidence gap (∆̃m) of the active arms decreases exponentially with each phase,
while eliminating the arms with ∆i/2 > ∆̃m. Our main idea is that the intelligently designed repetition strategy helps to
negate impairment effects. As nm also depends on the impairment statistics, E[d], we can also incorporate arm specific
impairment parameters by considering a suitable nm,j for the specific arm j. Here, we assume that the algorithm can
distinguish between the two possibilities: zero valued rewards and no rewards received due to impairment.

We give a constructive proof for the choice of nm such that the estimated mean reward for an arm j is atmost ∆̃m from
its true mean with high probability.
Lemma 3.1. [For details refer Lemma 4.3 in Agrawal and Tulabandhula [2018]] There exists a positive nm for which the
estimates Xm,j , calculated by the Algorithm 1 for the active arm j (j ∈ Km) and phase m, satisfy the following with
probability ≥ (1− 2

T 2 ):
Xm,j − µj ≤ ∆̃m/2.

Proof. We provide a proof sketch here. For any active arm j and phase m , let Sm,j denote the time in this phase
when the algorithm starts playing this arm. Similarly let Um,j denote the time in this phase when the algorithm stops
playing this arm. We define a filtration {Gs}∞s=0 by setting {G0} = {Ω, φ} and defining {Gt} to be the σ-algebra over
(X1, X2....Xt, J1, J2....Jt, d1,J1 , d2,J2 ....dt,Jt , R1,J1 , R2,J2 ...Rt,Jt). Then, it follows that for each arm j:

m∑

i=1

Ui,j∑

t=Si,j

(Xt − µj) ≤ wm =

m∑

i=1

Ui,j∑

t=Si,j

(Rt,Jt − µj)−
m∑

i=1

Ui,j∑

t=Si,j

Rt,JtI{t ≤ Si,j + dt,Jt}. (2)

Define Ai,t := Rt,JtI{t ≤ Si,j + dt,Jt} and also Mt :=
∑m
i=1Ai,tI{Si,j ≤ t ≤ Ui,j}. We rewrite (2) in terms of Mt as:

m∑

i=1

Ui,j∑

t=Si,j

(Xt − µj) ≤ wm =

m∑

i=1

Ui,j∑

t=Si,j

(Rt,Jt − µj)
︸ ︷︷ ︸

Term 1

+

Um,j∑

t=1

(E[Mt|Gt−1]−Mt)

︸ ︷︷ ︸
Term 2

−
Um,j∑

t=1

E[Mt|Gt−1]

︸ ︷︷ ︸
Term 3

. (3)
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Input: A set of arms K, time horizon T , and parameters {nm|m = 0, 1, 2, ...}.
Initialization: phase index m = 1, Km = K, ∆̃1 = 1, Tj(m) = φ ∀j ∈ K, and time index t = 1.
while t ≤ T do

Play arms:
for each active arm j in Km do

Set Tj(m) = Tj(m− 1) if m > 1.
Play j for nm − nm−1 consecutive rounds. In each round t:
if
(∑t

k=max(t−N,0) I[Jk = j]
)
≥ dt,j then

Observe reward Xt,j and add t to Tj(m).
end

end
Eliminate Suboptimal Arms:
for each active arm j in Km do

Xm,j = 1
nm

∑
t∈Tj(m)Xt,j .

end
Construct Km+1 by eliminating arms j in Km for which

Xm,j + ∆̃m/2 < maxj′∈Km
Xm,j′ − ∆̃m/2.

Update the confidence bound:
Set ∆̃m+1 = ∆̃m

2 .
Increment phase index m by 1.

end
Algorithm 1: UCB-REVISITED+

Now we calculate high probability expression for wm in terms nm, T and impairment statistics, E[d]. In the Term 1,
(Rt,Jt − µj) is a random variable measurable on the filtration {Gt} with E[Rt,Jt − µj ] = 0. We apply a version of
Azuma-Hoefdding for Doob’s Martingales (refer Lemma 4.2 in Agrawal and Tulabandhula [2018] or Lemma 11 in Pike-
Burke et al. [2018] for details) to obtain

∑m
i=1

∑Ui,j

t=Si,j
(Rt,Jt − µj) ≤

√
nm log(T ). Secondly, for the Term 2, we prove

that
∑Um,j

t=1 (E[Mt|Gt−1] − Mt) is a martingale. Then, we use Bernstein Inequality for Martingales (refer Lemma 4.1
in Agrawal and Tulabandhula [2018] or Theorem 10 in Pike-Burke et al. [2018]) and obtain

∑Um,j

t=1 (E[Mt|Gt−1] −Mt) ≤
2
3 log(T ) +

√
4 log2(T )

9 + 4mE[d] log(T ) with high probability. Term 3 has a trivial non-negative upper bound. Finally, we
impose the condition wm ≤ ∆̃m/2, ensuring the elimination condition of the Algorithm 1 holds good and obtain:

nm ≤ 1 +
4 log(T )

∆̃2
m

+
16 log(T )

3∆̃m

+
8
√
mE[d] log(T )

∆̃m

. (4)

This completes the proof.

Having accomplished the difficult task of calculating the phase duration, nm, we turn our attention to the regret upper
bounds which are stated in the following theorem:
Theorem 3.1. [Proof follows that of Theorem 4.1 in Agrawal and Tulabandhula [2018]] The expected (pseudo-)regret of
UCB-REVISITED+ (Algorithm 1) is bounded as:

RT ≤
∑

i∈K ′

(
∆i +

64 log(T )

∆i
+

64 log(T )

3
+ 32

√
log

(
4

∆i

)
E[d] log(T )

)
+

∑

i∈K ′:∆i>λ

2∆i

T
+
∑

i∈K ′

32

T
+ max
i∈K ′′:∆i<λ

∆iT,

where K ′′ = {i ∈ K |∆i > 0} and K ′ = {i ∈ K |∆i > λ}.

Corollary 3.1. For all T ≥ K and choosing λ =
√

K log(T )
T , the expected (pseudo-)regret of UCB-REVISITED+ is upper

bounded as:

RT ≤ O

(√
KT log T +K

√
log2 TE[d]

)
.

We note that the effect of impairment only appears as an additive term to the “usual” regret bounds of O(
√
KT log T ),

the magnitude of which depends gracefully on
√

E[d]. The primary objective of this work is obtain tractable theoretical
regret upper bounds for effective learning in impairment setting. In the following section we reinforce our result with
relevant simulations.
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Figure 2: Left: Plot of unnormalized counts versus number of same arm plays in the past 15 rounds by UCB1 for three
different settings. Right: Performance (cumulative regret) of UCB-REVISITED+ as the impairment level is varied.

4 Experiments and Conclusion

We use a simple setup of K = 30 arms and set the reward distributions to be the Bernoulli with randomly chosen
biases. The horizon length T = 5000. We then run UCB1 under three different configurations (1, 3 and 7 optimal arms
respectively). Figure 2(left) shows the unnormalized counts of same arm plays in the past 15 plays. This was computed by
checking how many times the current arm was also played in the past 15 rounds. As expected, as the number of optimal
arms increases, the counts of same arm plays decreases rapidly. This indicates that UCB1 and other related algorithms
may perform poorly in settings with impairment.

We also show the performance of UCB-REVISITED+ (Algorithm 1) for varying levels of impairment. The number of arms
in this experiment is 10. Impairment is stochastic and is simulated using the absolute value normal distribution with
means = {2, 6, 10, 14} and the standard deviation being proportional to the arm index. The fixed impairment parameter
is N = 20, and the time horizon is 10000. From Figure 2(right), we can observe that as the cumulative regret increases as
E[d] is increased. It can also be shown that the regret of UCB-REVISITED+ grows as O(

√
E[d]).

To conclude, we propose a model of impairment and develop new bandit algorithms whose worst case regret depends
(sub)linearly on the impairment level. Some future directions include lower bounds and modelling similar impairment
setting with Contextual Bandits and MDPs. Also, modeling of contrasting “wearing-out” effects together with the rein-
forcing ones due to repetition, is an open problem.
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Abstract

We present a Reinforcement Learning (RL) methodology to bypass Google reCAPTCHA v3. We formulate the problem as
a grid world where the agent learns how to move the mouse and click on the reCAPTCHA button to receive a high score.
We study the performance of the agent when we vary the cell size of the grid world and show that the performance drops
when the agent takes big steps toward the goal. Finally, we use a divide and conquer strategy to defeat the reCAPTCHA
system for any grid resolution. Our proposed method achieves a success rate of 97.4% on a 100× 100 grid and 96.7% on
a 1000× 1000 screen resolution.
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1 Introduction

Artificial Intelligence (AI) has been experiencing unprecedented success in the recent years thanks to the progress
accomplished in Machine Learning (ML), and more specifically Deep Learning (DL). These advances raise several
questions about AI safety and ethics [1]. In this work, we do not provide an answer to these questions but we show
that AI systems based on ML algorithms such as reCAPTCHA v3 [2] are still vulnerable to automated attacks. Google’s
reCAPTCHA system, for detecting bots from humans, is the most used defense mechanism in websites. Its purpose is
to protect against automated agents and bots, attacks and spams. Previous versions of Google’s reCAPTCHA (v1 and
v2) present tasks (images, letters, audio) easily solved by humans but challenging for computers. The reCAPTCHA v1
presented a distorted text that the user had to type correctly to pass the test. This version was defeated by Bursztein
et al. [3] with 98% accuracy using ML-based system to segment and recognize the text. As a result, image-based and
audio-based reCAPTCHAs were introduced as a second version. Researchers have also succeeded in hacking these
versions using ML and more specifically DL. For example, the authors in [4] designed an AI-based system called
UnCAPTCHA to break Google’s most challenging audio reCAPTCHAs. On 29 October 2018, the official third version
was published [5] and removed any user interface. Google’s reCAPTCHA v3 uses ML to return a risk assessment score
between 0.0 and 1.0. This score characterize the trustability of the user. A score close to 1.0 means that the user is human.

In this work, we introduce an RL formulation to solve this reCAPTCHA version. Our approach is programmatic: first,
we propose a plausible formalization of the problem as a Markov Decision Process (MDP) solvable by state-of-the-art
RL algorithms; then, we introduce a new environment for interacting with the reCAPTCHA system; finally, we analyze
how the RL agent learns or fails to defeat Google reCAPTCHA. Experiment results show that the RL agent passes the
reCAPTCHA test with 97.4 accuracy. To our knowledge, this is the first attempt to defeat the reCAPTCHA v3 using RL .

2 Method

2.1 Preliminaries

An agent interacting with an environment is modeled as a Markov Decision Process (MDP) [6]. A MDP is defined as
a tuple (S,A, P, r) where S and A are the sets of possible states and actions respectively. P (s, a, s

′
) is the transition

probabilities between states and r is the reward function. Our objective is to find an optimal policy π∗ that maximizes
the future expected rewards. Policy-based methods directly learn π∗. Let’s assume that the policy is parameterized by a

set of weights w such as π = π(s, w). Then, the objective is defined as: J(w) = Eπ
[∑T

t=0 γ
trt

]
where γ is the discount

factor and rt is the reward at time t.

Thanks to the policy gradient theorem and the gradient trick [7], the Reinforce algorithm [8] estimates gradients using
(1).

∇Eπ
[ T∑

t=0

γtrt

]
= Eπ

[ T∑

t=0

∇ log π(at|st)Rt
]

(1)

Rt is the future discounted return at time t defined as Rt =
∑T
k=t γ

(k−t) · rk, where T marks the end of an episode.

Usually the equation (1) is formulated as the gradient of a loss function L(w) defined as follows: L(w) =

− 1
N

∑N
i=1

∑T
t=0∇ log π(ait|sit)Rit where N is the a number of collected episodes.

2.2 Settings

To pass the reCAPTCHA test, a human user will move his mouse starting from an initial position, perform a sequence
of steps until reaching the reCAPTCHA check-box and clicking on it. Depending on this interaction, the reCAPTCHA
system will reward the user with a score. In this work, we modeled this process as a MDP where the state space S is the
possible mouse positions on the web page and the action space is A = {up, left, right, down}. Using these settings, the
task becomes similar to a grid world problem.

As shown in Figure 1, the starting point is the initial mouse position and the goal is the position of the reCAPTCHA is
the web page. For each episode, the starting point is randomly chosen from a top right or a top left region representing
2.5% of the browser window’s area (5% on the x-Axis and 5% on the y-Axis). A grid is then constructed where each pixel
between the initial and final points is a possible position for the mouse. We assume that a normal user will not necessary
move the mouse pixel by pixel. Therefore, we defined a cell size cwhich is the number of pixels between two consecutive
positions. For example, if the agent is at the position (x0, y0) and takes the action left, the next position is then (x0− c, y).

1
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Figure 1: The agent’s mouse movement in a MDP

One of our technical contributions consists in our ability to simulate the same user experience as any normal reCAPTCHA
user. This was challenging since reCAPTCHA system uses different methods to distinguish fake or headless browsers,
inorganic behaviors of the mouse, etc. Our environment overcomes all these problems. For more details about the
environment implementation, refer to section 6. At each episode, a browser page will open up with the user mouse at a
random position, the agent will take a sequence of actions until reaching the reCAPTCHA or the horizon limit T defined
as twice the grid diagonal i.e. T = 2 ×

√
a2 + b2 where a and b are the grid’s height and width respectively. Once the

episode ends, the user will receive the feedback of the reCAPTCHA algorithm as would any normal user.

3 Experiments and Results

We trained a Reinforce agent on a grid world of a specific size. Our approach simply applies the trained policy to
choose optimal actions in the reCAPTCHA environment. Our results presented are the success rates across 1000 runs.
We consider that the agent successfully defeated the reCAPTCHA if it obtained a score of 0.9. In our experiments, the
discount factor was γ = 0.99. The policy network was a vanilla two fully connected layer network. The parameters were
learned with a learning rate of 10−3 and a batch size of 2000. Figure 3 shows the results for a 100× 100 grid. Our method
successfully passed the reCAPTCHA test with a success rate of 97.4%.

Next, we consider testing our method on bigger grid sizes. If we increase the size of the grid, the state space dimension
|S| increases exponentially and it is not feasible to train a Reinforce algorithm with a very high dimensional state space.
For example, if we set the grid size to 1000 × 1000 pixels, the state space becomes 106 versus 104 for a 100 × 100. This is
another challenge that we address in this paper: how to attack the reCAPTCHA system for different resolutions without
training an agent for each resolution?

4 An efficient solution to any grid size

In this section, we propose a divide and conquer technique to defeat the reCAPTCHA system for any grid size without
retraining the RL agent. The idea consists in dividing the grid into sub-grids of size 100 × 100 and then applying our
trained agent on these sub-grids to find the optimal strategy for the bigger screen (see Figure 2). Figure 3 shows that this
approach is effective and the success rates for the different tested sizes exceed 90%.

Figure 2: Illustration of the divide and conquer approach: the agent runs sequentially on the diagonal grid worlds in
purple. The grid worlds in red are not explored.
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Figure 3: Reward distribution of the RL agent on different grid resolutions over 1000 episodes

5 Effect of cell size

Here, we study the sensitivity of our approach to the cell size as illustrated in Figure 4.

(a) cell size 1x1 pixel (b) cell size 3x3 pixel

Figure 4: Illustration of the effect of the cell size on the state space

Figure 5 illustrates the obtained performance. We observe that when the cell size increases, the success rate of the agent
decreases. For, cell size of 10, the RL agent is detected as a bot in more than 20% of the test runs. We believe that this
decline is explained by the fact, with a big cell size, the agent scheme will contain more jumps which may be considered
as non-human behavior by the reCAPTCHA system.

6 Details of the reCAPTCHA environment

Most previous works (e.g [4]) used the browser automation software Selenium [9] to simulate interactions with the re-
CAPTCHA system. At the beginning, we adopted the same approach but we observed that the reCAPTCHA system
always returned low scores suggesting that the browser was detected as fake. After investigating the headers of the
HTTP queries, we found an automated header in the webdriver and some additional variables that are not defined in
a normal browser, indicating that the browser is controlled by a script. This was confirmed when we observed that the
reCAPTCHA system with Selenium and a human user always returns a low score.

It is possible to solve this problem in two different ways. The first consists in creating a proxy to remove the automated
header while the second alternative is to launch a browser from the command line and control the mouse using dedicated
Python packages such as the PyAutoGUI library [10]. We adopted the second option since we cannot control the mouse
using Selenium. Hence, unlike previous approches, our environment does not use browser automation tools.
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Figure 5: Reward distribution for different cell sizes over 1000 episodes

Another attempt to use Tor [11] to change the IP address did not pass the reCAPTCHA test and resulted in low scores
(i.e 0.3). It is possible that the reCAPTCHA system uses an API services such as ExoneraTor [12] to determine if the IP
address is part of the Tor network or not on a specific date.

We also discovered that simulations running on a browser with a connected Google account receive higher scores com-
pared when no Google account is associated to the browser.

To summarize, in order to simulate a human-like experience, our reCAPTCHA environment (1) does not use browser
automation tools (2) is not connected using a proxy or VPN (3) is not logged in with a Google account.

7 Conclusion

This paper proposes a RL formulation to successfully defeat the most recent version of Google’s reCAPTCHA. The main
idea consists in modeling the reCAPTCHA test as finding an optimal path in a grid. We show how our approach achieves
more than 90% success rate on various resolutions using a divide and conquer strategy. This paper should be considered
as the first attempt to pass the reCAPTCHA test using RL techniques. Next, we will deploy our approach on multiple
pages and verify if the reCAPTCHA adaptive risk analysis engine can detect the pattern of attacks more accurately by
looking at the activities across different pages on the website.
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Abstract

Many realistic robotics tasks are best solved compositionally, through control architectures that sequentially invoke prim-
itives and achieve error correction through the use of loops and conditionals taking the system back to alternative earlier
states. Recent end-to-end approaches to task learning attempt to directly learn a single controller that solves an entire
task, but this has been difficult for complex control tasks that would have otherwise required a diversity of local primi-
tive moves, and the resulting solutions are also not easy to inspect for plan monitoring purposes. In this work, we aim to
bridge the gap between hand designed and learned controllers, by representing each as an option in a hybrid hierarchical
Reinforcement Learning framework - DynoPlan. We extend the options framework by adding a dynamics model and
the use of a nearness-to-goal heuristic, derived from demonstrations. This translates the optimization of a hierarchical
policy controller to a problem of planning with a model predictive controller. By unrolling the dynamics of each option
and assessing the expected value of each future state, we can create a simple switching controller for choosing the opti-
mal policy within a constrained time horizon similarly to hill climbing heuristic search. The individual dynamics model
allows each option to iterate and be activated independently of the specific underlying instantiation, thus allowing for a
mix of motion planning and deep neural network based primitives. We can assess the safety regions of the resulting hy-
brid controller by investigating the initiation sets of the different options, and also by reasoning about the completeness
and performance guarantees of the underpinning motion planners.

Keywords: hierarchical options learning; safe motion planning; dynamics
model
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1 Introduction
Open world tasks often involve sequential plans. The individual steps in the sequence are usually quite independent
from each other, hence can be solved through a number of different methods, such as motion planning approaches for
reaching, grasping, picking and placing, or through the use of end-to-end neural network based controllers for a similar
variety of tasks. In many practical applications, we wish to combine such a diversity of controllers. This requires them
to share a common domain representation. For instance the problem of assembly can be represented as motion planning
a mechanical part in proximity to an assembly and subsequently the use of a variety of wiggle policies to fit together
the parts. Alternatively, an end-to-end policy can be warm-started by using samples from the motion planner, which
informs how to bring the two pieces together and the alignment sub-policy needed, as in [1]. The resulting policy is
robust in the sense that the task of bringing together the assembly can be achieved from a large set of initial conditions
and perturbations.

A hybrid hierarchical control strategy, in this sense, allows for different capabilities to be independently learned and
composed into a task solution with multiple sequential steps. We propose a method that allows for these individual
steps to consist of commonly used motion planning techniques as well as deep neural network based policies that are
represented very differently from their sampling based motion planning counterparts. We rely on these controllers
to have a dynamic model of the active part of their state space, and a sense of how close they are to completing the
overall task. This allows the options based controller to predict the future using any of the available methods and then
determine which one would bring the world state to one closest to achieving the desired solution - in the spirit of model
based planning.

(a) Gear Assembly (b) Option 4 of inserting a gear on a peg

Figure 1: The gear assembly problem executed by the robot. The execution of option 4, (Section.5) is shown on the right.

Modern Deep Reinforcement Learning (DRL) approaches focus on generating small policies that solve individual prob-
lems (pick up/grasp/push) [2], or longer range end to end solutions illustrated in modern games. Typically, in order to
provide a good initialization for the optimization algorithm, expert demonstrations are provided either through human
demonstration [3] or through the use of a motion planner as an initial approximation to the solution [1]. In problems
that allow for a simulator to be used as part of the inference and learning procedure, DNN & tree based approaches have
shown great promise in solving Chess, Go, Poker. To extend these methods to more general domains, a world dynamics
model is required to approximate the environment as in [4].

DynoPlan aims at extending the options framework in the following ways:

• We learn a dynamics model st+1 ∼ D(st, at) for each option that predicts the next state of the world given the
current action; and

• We learn a goal heuristic G(st) that gives a distribution as an estimate of how close the state is to completing the
task, based on the demonstrations.

This allows for the higher level controller to perform reasoning about sequentially applying controllers in overlapping
initiation sets for completing a task.

We aim to show that we can use off-the-shelf model-based controllers in parts of the state space, where their performance
is already optimized, and model-free methods for states without correspondingly robust or easily scriptd solutions,
combining these two categories of controllers into a hybrid solution.

2 Related Work
Our method sits between learning policies over options as in [5]; and computing solutions using learning from demon-
stration such as through inverse reinforcement learning [6]. Reinforcement Learning is intrinsically based on the forward
search of good states through experience. The update of the quality of an action at a particular state is performed by the
iterative application of the Bellman equation. Performing updates in a model-free method must overcome the problems
of sparse reward and credit assignment. Introducing a learned model that summarizes the dynamics of the problem can
alleviate some scaling issues as in [4]. However, searching for a general world model remains hard and we are not aware
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of methods that can achieve the desired performance levels in physical real world tasks. Such problems usually exhibit
a hierarchical sequential structure - e.g. the waking up routine is a sequence of actions, some of which are conditioned on
the previous state of the system.

The options framework provides a formal way to work with hierarchically structured sequences of decisions made by
a set of RL controllers. An option consists of a policy πω(at|st), an initiation set I and termination criteria βω(st) -
probability of terminating the option or reaching the terminal state for the option. A policy over options πΩ(ωt|st) is
available to select the next option when the previous one terminates as shown by [7, 8].

Temporal abstractions have been extensively researched by [9, 7]. The hierarchical structure helps to simplify the control,
allows an observer to disambiguate the state of the agent, and encapsulates a control policy and termination of the policy
within a subset of the state space of the problem. This split in the state space allows us to verify the individual controller
within the domain of operation - [10], deliberate the cost of an option and increase the interpretability - [11]. Our method
borrows this view of temporally abstracting trajectories and extends it by enforcing a dynamics model for each of the
options allowing out agent to incorporate hindsight in its actions.

To expedite the learning process, we can provide example solution trajectories by demonstrating solutions to the prob-
lem. This can be used to learn safe policies [12]. Alternatively, it can be used to calculate the relative value of each
state by Inverse Reinforcement Learning [6]. For instance, we can expect that agents would be approximately rational in
achieving their goal, allowing [13] to infer them. Exploring the space of options may force us to consider ones that are
unsafe for the agent. [14] rephrases the active inverse reinforcement learning to optimize the agents policy in a risk-aware
method. Our work partitions the space of operation of each option, allowing that area to inherit the safety constraints
that come associated with the corresponding policy.

3 Problem Definition
We assume there exists an already learned set of options O = {o1, o2, ..., oN} and a set of tasks K = {K1,K2, . . . ,KL}.
Each option oω is independently defined by a policy πω(s) → a, s ∈ Sω , a ∈ Aω , an initiation set Iω, Iω ⊆ Sω where
the policy can be started, and a termination criteria βω . We extend the options formulation by introducing a forward
dynamics model st+1 ∼ Dω(st), which is a stochastic mapping, and a goal metric g ∼ GKj

(st), 0 ≤ g ≤ 1, that estimates
the progress of the state st with respect to the desired world configuration. We aim for GKj

to change monotonically
through the demonstrated trajectories. The state space of different options S = {S1,S2, ..,SN} can be different, as long
as there exists a direct or learnable mapping between Si and Sj for some part of the space.

We aim to answer the question whether we can construct a hybrid hierarchical policy πΩ(ωt|st) that can plan the next
option oωt

that needs to be executed to bring the current state st to some desired sfinal by using the forward dynamics
model Dω in an n-step MPC look-ahead using a goal metric GK that evaluates how close st+n is to sfinal.

4 Method
At a particular point st when oω is active, we can compute how successful is following the policy given these conditions
up to a particular time horizon. The action given by the policy is at = πω(st), and following the dynamics model we can
write that st+1 = Dω(st, at) = Dω(st, πω(st)). As the dynamics model is conditioned on the policy, we can simplify the
notation to st+1 = Dω(st). Chaining it for n steps in the future we obtain st+n = Dω ◦ Dω ◦ · · · ◦ Dω(st) = Dnω(st). Thus, a
policy over policies can sequentially optimize

πΩ(ωt|st) = arg max
ω

(E [1Iω (st) · G ◦ Dnω(st)]) (1)

After choosing and evaluating the optimal πΩ with respect the above criterion, another controller can be selected until
the goal is reached.

5 Experimental Setup
We perform two sets of experiments to showcase the capability of using the structured hierarchical policy by performing
MPC future predictions at each step on a simulated MDP problem and on a gear assembly task on the PR2 robot.

Simulated MDP In the first we use the standard 19-state random walk task as defined in [15] and seen on Figure. 2(a).
The goal of the agent is to reach past the 19th state and obtain the +1 reward. The action space of the agent is to go “left”
or “right”. There also exist 5 options defined as in Section. 3, with the following policies: (1-3) policies that go “right”
with a different termination probabilities β = {0.9, 0.5, 0.2}; (4) random action; (5) policy with action to go “’left” with
β = 0.5. We assume that there exists a noisy dynamics model Dω and the goal evaluation model GMDP , obtained from
demonstrations, that have probability of mispredicting the current state or its value of 0.2.

Gear Assembly In this task the PR2 robot needs to assemble a part of the Siemens Challenge1, which involves grasping
a compound gear from a table, and placing it on a peg module held in the other hand of the robot. A human operator

1The challenge can be seen https://new.siemens.com/us/en/company/fairs-events/robot-learning.html
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can come in proximity to the robot, interfering with the policy plan. We have received expert demonstrations of the task
being performed, as well as access to a set of option that (1) picks the gear from the table; (2) quickly moves the left
PR2 arm in proximity to the other arm; (3) cautiously navigates the left PR2 arm to the other avoiding proximity with
humans; (4) inserts the gear on the peg module. Policy (2) relies exclusively on path planning techniques, (4) is fully
neural networks learned and (1, 3) are a mixture between a neural recognition module recognizing termination criteria
and motion planning for the policy. The options share a common state space of the robots’ joint angles. The initiation set
of all policies isR12. The terminal criteria β for o1,2 is inversely proportional to the closeness to a human to the robot; for
o2−4 is the proximity to a desired offset from the other robot hand.

The dynamics model for each option is independent and is represented either as part of the motion planner, or similarly
to the goal estimator - a neural networks working on the joint angle states of both arms of the robot.

In cases of options with overlapping initiation sets (i.e. options 1, 2, 3 all work within R12), we can softly partition the
space of expected operation by fitting a Gaussian Mixture Model FM on the trajectories of the demonstrations, where
s, s ∼ FM is a sample state from the trajectory. F is a set of M Gaussian Mixtures F = {Ni(µi,Σi)|i=1..M}, and Jk is a
subset of FM , where samples from Jk correspond to samples from trajectory of option k, 1 ≤ k ≤ N . We can thus assess
the likelihood of a particular option working in a state s ∼ πj by evaluating L(s|πj ,FM ) = maxp [p(s|µi,Σi)]µi,Σi∈J (5),

This gives us the safety region, in which we expect the policy to work. By using the overlap between these regions, we
can move the state of the system in a way that reaches the desired demonstrated configuration.

6 Results
We aim to demonstrate the viability of using the options dynamics as a method for choosing a satisfactory policy. The
dynamics can be learned independently of the task, and can be used to solve a downstream task.

Simulated MDP The target solution shows the feasibility and compares the possible solutions by using different options.
In Figure. 2(b), we can see that we reach the optimal state in just 4 planning steps, where each planning step is a rollout
of an option. We can see the predicted state under the specified time horizon using different options. This naturally
suggests the use of the policy π1 that outperforms the alternatives (π1 reaches state 6, π2 - state 4, π2 - state 3, π3 - state
1, π4 - state 1, π5 - state 0). Even though the predicted state differs from the true rollout of the policy, it allows the
hierarchical controller to use the one, which would progress the state the furthest. The execution of some options (i.e.
option 5 in planning steps 1, 2, 3) reverts the state of the world to a less desirable one. By using the forward dynamics,
we can avoid sampling these undesirable options.

(a) MDP Problem
Planning steps

S
ta

te

0 1 2 3 4

20

10

 0

o1

o1

o1

o1
   Option 1
   Option 2
   Option 3
   Option 4
   Option 5

(b) MDP Solution

Figure 2: (a) The 19-state MDP problem. The action space of the MDP is to move “left” or “right”. The goal of the
MDP problem is to reach past state 19 and obtain the +1 reward, which is equivalent to a termination state 20. (b) MDP
solution. At timestep 0, a rollour of the 5 options is performed with the dynamics model. The expected resulting state
is marked as blue vertical bars. The best performing option is used within the environment to obtain the next state - the
red line at state 5 and planning step 1. This process is iterated until a desired state is reached.

Gear Assembly We obtained 10 demonstrations of the task being performed. In Figure. 3(a), we show the performance
of the goal estimator network on an independent trial. We can observe that the state goal metric estimator closely tracks
the expected ground truth values along the trajectory. This provides reasonable feedback that can be used by πΩ to
choose an appropriate next policy.

Similarly, in Figure. 3(b) we show the t-SNE of the trials of the robot trajectories that have no interruptions and some in
which a human enters the scene and interferes with the motion of robot, forcing a change of policy to occur. We see that
there is natural split in the states in which different options have been activated. We can notice that the overlap of the
region of activation for the different policies allows the robot to grasp, navigate to, and insert the gear into the assembly
by following these basins of the policies initiation. By following Eq.5 we can therefore create state space envelope of
action of each option. The corresponding part of the state space, conditioned on the executed option, can have the safety
constraints enforced by the underlying control method for the option.
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(a) Goal Heuristic (b) t-SNE visuazlization of the controllers states.

Figure 3: (a) The learned heuristics about how close the current state is to the demonstrated goal state. (b) t-SNE plot
of the controllers state during a set of trajectories. Magenta - o1 for grasping the object, Green - o2 and o3 for navigating
to the assembly with and without a human intervention and Blue - o4 for inserting the gear onto the peg. The shaded
regions illustrate the regions of control for the different policies.

7 Conclusion
We present DynoPlan - a hybrid hierarchical controller where by extending the options framework, we can rephrase the
learning of a top level controller to an MPC planning solution. By unrolling the future states of each option, where each
can be assessed on the contribution of furthering the agents intent based on the goal heuristic, we can choose the one best
satisfying the problem requirements. This method of action selection allows to combine motion planning with neural
network control policies in a single system, whilst retaining the completeness and performance guarantees of the work
space of the associated options.
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Abstract

Motivated by reactive sensor-based motion control problems that are ubiquitous in robotics, we consider a physically-
situated stimulus response task. The task is analogous to the moving dots task commonly studied in humans, where
subjects are required to determine the sign of a noisy stimulus and respond accordingly. In our physically-situated task,
the robot responds by navigating to one of two predetermined goal locations. Our task is carefully designed to decouple
the robot’s sensory inputs from its physical dynamics. This decoupling greatly facilitates performance analysis of control
strategies designed to perform the task.

We develop two strategies for performing the task: one that attempts to anticipate the correct action and another that
does not. We consider two metrics of task performance; namely, total time required for the robot to reach a goal location
and the total distance traveled in doing so. We derive semi-analytical expressions for the expected values of the two
performance metrics. Using these expressions, we show that the anticipatory strategy reaches the goal location more
quickly but results in the robot traveling a greater average distance, which corresponds to exerting greater physical effort.
We suggest that this tradeoff between reaction time and physical effort is a fundamental tension in physically-situated
stimulus-response tasks.

Keywords: Perceptual decision making, drift-diffusion model, affordance
competition, robotics
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Figure 1: Task geometry. (a) The robot is initially located at x0 ∈ R2 and needs to travel to either x∗1 or x∗2 depending on
a noisy signal. (b) In strategy 1, the robot only moves after deciding and follows the trajectory shown. (c) In strategy 2,
the robot moves towards x̄∗ at speed v until deciding at time τ , then travels to the chosen goal.

1 Introduction

Robots often need to choose an appropriate behavior in response to some stimulus from the environment. Sensors are
often mounted on the robot itself, so the information gain from sensing depends on the physical state of the robot. This
coupling greatly complicates analysis of the control problem. Here we consider a task with simple sensing that decouples
the sensor from the physical state.

Stimulus response tasks have been extensively studied in the psychology and neuroscience literature. A standard model
with optimality properties is the drift-diffusion model (DDM) [1]. In the psychology literature, studies generally focus
the decision-making process and assume that the action of reporting the decision requires some constant response time
[1, 2]. In contrast, physically-situated tasks require costly movement and different decisions require different physical
actions. The so-called affordance competition hypothesis [3], [4] suggests one mechanism for negotiating decisions in
such physical contexts. In previous work [5], we began to develop a control architecture termed motivation dynamics
for implementing a form of affordance-competition-like decision making in robot systems. In subsequent work [6], we
began to investigate applying the motivation dynamics control architecture to reactive sensor-based motion planning.

2 A physically-situated stimulus response task

Key to developing metrics for physically-situated stimulus response tasks is choosing a task whose analysis is tractable.
We consider a scenario where the robot is a point x in the Euclidean plane R2. The robot is equipped with a sensor which
measures an environmental signal e(t):

e(t) = s(t) + σz(t), (1)
with s(t) ∈ R, σ > 0, and z(t) iid Gaussian noise. Thus, e(t) ∼ N (s(t), σ).

The robot is to perform a stimulus response task. In particular, if s(t) = µ > 0, the robot is to drive to position x = x∗1,
while if s(t) = −µ < 0, it should drive to x = x∗2. Essentially, the robot is to carry out a sign test on its observed signal
data and respond according to the perceived sign of the true stimulus s(t).

We assume that the response locations x∗1, x∗2 are separated by a distance 2d and that the robot’s initial physical state
x(0) = x0 is a distance `0 away from the midpoint x̄∗ = (x∗1 + x∗2)/2 in the transverse direction, as shown in Figure 1.
Note that we have chosen this symmetric initial condition merely to simplify analysis and presentation.

3 Decision-making apparatus

The optimal decision-making scheme is the DDM, i.e., the continuum limit of the SPRT. Let y ∈ R be the accumulator
state of the DDM. Then y obeys the SDE

dy = Adt+ cdW, y(0) = y0 = 0. (2)
Decisions are made when the state y crosses one of two thresholds ±Z ∈ R. Crossing +Z > 0 means go to location 1;
crossing −Z < 0 implies go to location 2. Let τ represent the time at which the decision is made.

Let p+(τ) be the distribution of DT = τ assuming that the positive boundary is associated with the correct response. It
is well known that this distribution can be derived by solving the appropriate backward Kolmogorov or Fokker-Planck
equation. The solution is usually expressed as a power series [2]:

p+(τ) =
π

4α2β
exp (αβ − βτ/2)×

∞∑

k=1

k exp

(
−k

2π2t

8α2β

)
sin

(
kπ

2

)
, (3)
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where α = Z/A is the scaled threshold and β = (A/c)2 is the signal-to-noise ratio.

Denote the probability of crossing the correct, positive boundary by 1− ER, where

ER =
1

1 + exp(2αβ)
⇒ 1− ER =

exp(2αβ)

1 + exp(2αβ)
(4)

Analogously, let p−(τ) be the distribution of DT = τ assuming that the accumulator crosses the negative (incorrect)
threshold and produces an erroneous response. The two distributions p+ and p− can be related using ER [2]:

p−(τ) =

(
ER

1− ER

)
p+(τ). (5)

Note that both distributions p+ and p− have the same mean 〈DT 〉 = α tanh(αβ) [2].

4 Control strategies

For simplicity in this initial work, we study two explicit strategies: integrate-until-move and integrate-while-hedging.
Whenever the robot chooses to move, it does so at constant speed v. In the first strategy, called integrate-until-move, the
robot performs the task by waiting to move until it has reached a decision. The robot decides by integrating stimulus
information according to the DDM (2) until the accumulator state y crosses a threshold ±Z. Upon reaching a decision,
the robot travels directly to the corresponding goal state: if y crosses through the threshold +Z, the robot travels to goal
1 located at x∗1, while if y crosses through the threshold −Z, the robot travels to goal 2 located at x∗2. See Figure 1(b).

Note that this integrate-until-move control strategy results in the robot traveling the minimal distance required to com-
plete the task. However, the time spent integrating stimulus information is wasted in the sense that the robot does not
move until it has reached its desired level of certainty in its final decision. If the signal-to-noise ratio is low, the decision
time may be significant relative to the the travel time required to carry out the physical action associated with the deci-
sion. In such a scenario, it is likely beneficial to begin moving before a certain decision can be reached. This motivates
the second strategy presented below.

The second strategy we consider, called integrate-while-hedging, seeks to capture the benefit of moving before reaching a
decision in a way that is analytically tractable. Given the geometry of the task shown in Figure 1(a), it is clear that one
can anticipate moving towards either goal location by moving toward the point x̄∗ = (x∗1 + x∗2)/2 that is the midpoint
between the two goals. Therefore, moving towards x̄∗ is a natural way to move while hedging, i.e., without committing
to either decision.

This hedging observation motivates the following integrate-while-hedging control strategy. In this strategy, the robot
performs the hedging action, i.e., moves towards x̄∗, while integrating stimulus information. When the accumulator
variable y crosses a threshold, the robot makes a decision and travels to the corresponding goal. If the robot reaches the
midpoint x∗ before making a decision, it stops moving until a decision can be reached. See Figure 1(c).

Note that, compared to the integrate-until-move strategy, the integrate-while-hedging strategy is likely to result in the
robot traveling a larger distance. The advantage is that, by moving in such a way as to approach both goals while
gathering information, the integrate-while-hedging strategy may result in a shorter overall response time. Quantifying
this tradeoff between total time and travel distance is the subject of the next section.

5 Performance metrics

We analyze performance in terms of the two quantities: total distance traveled and total response time. Note that the
total response time required to perform the task is the sum of decision time and travel time.

For the purposes of analysis, assume that the initial physical state at time t = 0 is as given in Figure 1(a) and that the
initial accumulator state (cf. (2)) y0 = 0. The stimulus e(t) is assumed to be zero for t < 0. At time t = 0, the stimulus
s(t) takes value µ and remains constant for the duration of the task. Without loss of generality, we assume that µ > 0,
so the correct response is to travel to goal 1 located at x∗1. Finally, we assume that the robot travels at a constant speed v
whenever it decides to move.

We consider the task to end either a) when the accumulator state crosses the negative threshold and the robot makes
an incorrect decision, or b) when the robot reaches the correct goal state x∗1. Since the decision-making process is inde-
pendent of the robot’s physical state x, the probability of the task ending due to an incorrect decision is given by the
error rate expression (4) for either of the two control strategies. Note that the error rate can be controlled by selecting
the threshold Z. Therefore, we focus on distance traveled and total response time conditional on the robot selecting the
correct response.
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5.1 Travel distance

We first consider the total distance traveled. Let τ be the random variable denoting the first passage (i.e., decision) time
for the DDM decision process (2). When using the integrate-then-move control strategy, the robot’s motion is the same
for any correct decision, and will result in traveling a total distance

D1 =
√
d2 + `20. (6)

Conditional on making the correct decision, the quantity D1 is deterministic.

When using the integrate-while-hedging strategy, the robot first travels towards x̄∗ at speed v until it makes a decision
at time τ . The distance traveled before making a decision is given by min(vτ, `0), where the minimum operation results
from the robot stopping at x̄∗ if it reaches that point before making a decision. After deciding, the robot moves directly
to x∗1, which requires traveling a distance

√
(`0 −min(vτ, `0))2 + d2 =

√
max(`0 − vτ, 0)2 + d2.

The total distance traveled in this scenario is

D2 = min(vτ, `0) +
√

max(`0 − vτ, 0)2 + d2. (7)

Note that the quantity D2 is a random variable because it depends on the random decision time τ .

5.2 Total time

Now, consider the total time required for the response using the two strategies. Recall that τ is the random variable
denoting the first passage time of the decision process (2). When using the integrate-then-move strategy, the travel
time is D1/v, which is deterministic conditional on making the correct decision. Thus, the total response time using the
integrate-then-move strategy is

T1 = τ +D1/v = τ +
√
d2 + `20/v, (8)

where the only source of randomness is the decision time τ that appears additively.

When using the integrate-while-hedging strategy, the travel time after making a decision is
√

max(`0 − vτ, 0)2 + d2/v.
The total response time is

T2 = τ +
√

max(`0 − vτ, 0)2 + d2/v, (9)
where the randomness from τ enters in a nonlinear way.

5.3 Expected performance

The total distance and total time metrics evaluated in (7), (8), and (9) are random variables due to their dependence on
the random decision time τ . To facilitate comparison between the two strategies, we consider the expected values of the
various metrics. Consider first the integrate-then-move strategy. Let ED1 and ET1 be the expected values of D1 and T1.
We have

ED1 = D1 =
√
d2 + `20 (10)

since D1 is deterministic. As noted above in (5), the expected value of τ is equal to α tanh(αβ) and this expected value
is also equal to the conditional expected value of τ given that the positive (correct) threshold is the one that is crossed.
Thus, the expected value of T1 is given by

ET1 = α tanh(αβ) +
√
d2 + `20/v. (11)

Now, consider the integrate-while-hedging strategy. LetED2 andET2 be the expected values ofD2 and T2. The nonlinear
way in which τ enters in the expressions for D2 and T2 means that computing their expected values requires evaluating
integrals that do not appear to have analytical solutions. Thus, we resort to numerical approximations. In particular, we
compute the quantities

ED2 = E [D2|correct response] =
1

1− ER

∫ ∞

0

D2p+(τ)dτ, and (12)

ET2 = E [T2|correct response] =
1

1− ER

∫ ∞

0

T2p+(τ)dτ, (13)

where ER is the error rate (4) required to condition on the robot selecting the correct response and p+(τ) is given by (3).
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Figure 2: Error rate (4); expected total distance (10), (12); and expected total time (11), (13) for the two strategies as
a function of normalized threshold α. Panel (a) shows data from a high signal-to-noise ratio environment with β =
(A/c)2 = 1; (b) a low signal-to-noise ratio environment with β = 0.1. Intuitively, the integrate-while-hedging strategy
results in smaller expected total time (i.e., a faster response) at the cost of a larger expected total distance traveled. The
other problem parameters were set to d = `0 = 1 and v = 1, respectively.

Figure 2 shows the results of numerically evaluating the error rate (4) and cost metrics (10)–(13) in two different environ-
ments. In both panels, the physical problem parameters were set to d = `0 = 1 and v = 1, respectively, and the various
metrics are plotted as functions of the normalized threshold α = Z/A. Panel (a) shows results for an environment with
high signal-to-noise ratio, β = 1, while panel (b) shows results for an environment with low signal-to-noise ratio, β = 0.1.
Intuitively, the integrate-while-hedging strategy results in smaller expected total time (i.e., a faster response) at the cost
of a larger expected total distance traveled.

In future work, we intend to study a more complete set of control strategies for this task in order to find a set of optimal
strategies. It is likely that the set of optimal strategies trade off between the two metrics we consider, much as statistical
hypothesis tests trade off between the probability of type I and type II errors. A single optimal strategy can then be found
by selecting an optimal balance between these two metrics, e.g. in terms of relative costs of movement versus idle time.
We postulate that the motivation dynamics control framework studied in [5, 6] will outperform both the integrate-then-
move and the integrate-while-hedging strategies.
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Abstract

The fundamental problem of reinforcement learning is to control a dynamical system whose properties are not fully
known in advance. Many articles nowadays are addressing the issue of optimal exploration in this setting by investigat-
ing the ideas such as curiosity, intrinsic motivation, empowerment, and others. Interestingly, closely related questions
of optimal input design with the goal of producing the most informative system excitation have been studied in adja-
cent fields grounded in statistical decision theory. In most general terms, the problem faced by a curious reinforcement
learning agent can be stated as a sequential Bayesian optimal experimental design problem. It is well known that finding
an optimal feedback policy for this type of setting is extremely hard and analytically intractable even for linear systems
due to the non-linearity of the Bayesian filtering step. Therefore, approximations are needed. We consider one type
of approximation based on replacing the feedback policy by repeated trajectory optimization in the belief space. By
reasoning about the future uncertainty over the internal world model, the agent can decide what actions to take at ev-
ery moment given its current belief and expected outcomes of future actions. Such approach became computationally
feasible relatively recently, thanks to advances in automatic differentiation. Being straightforward to implement, it can
serve as a strong baseline for exploration algorithms in continuous robotic control tasks. Preliminary evaluations on a
physical pendulum with unknown system parameters indicate that the proposed approach can infer the correct param-
eter values quickly and reliably, outperforming random excitation and naive sinusoidal excitation signals, and matching
the performance of the best manually designed system identification controller based on the knowledge of the system
dynamics.

Keywords: Bayesian experimental design, active exploration, curiosity, belief
space planning, trajectory optimization
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1 Introduction and related work

Adaptation and learning arise as a by-product of optimization in the belief space within the framework of Bayesian
decision theory [Stratonovich, 1968a, Stratonovich, 1968b]. In modern terminology, learning is planning in a partially
observable Markov decision process [Asmuth and Littman, 2011]. We pursue this line of reasoning and frame the prob-
lem of pure exploration (i.e., without any extrinsic reward) as a problem of online belief space trajectory optimization.

Optimal system identification and experimental design [Mehra, 1974, Bombois et al., 2011, Ryan et al., 2016] pursue a
similar objective. They seek an optimal exploration strategy in stochastic sequential decision making problems. Contrary
to the generic solution based on approximate dynamic programming [Feldbaum, 1960, Huan and Marzouk, 2016], we do
not aim to find an optimal parametric policy but instead let a belief space planner choose the most explorative actions.

Approaches to (approximately) optimal system identification based on model predictive control (MPC) have been stud-
ied before [Larsson et al., 2013]. Algorithmically, our method is most closely related to [Kahn et al., 2015], who also used
direct transcription in the belief space for trajectory optimization. However, what is different in our case is the objective
function and its particular decomposition into a sum of terms that facilitates computation. More concretely, since robot
dynamics is linear in the physics parameters [Atkeson, 1989], we can perform Bayesian inference in closed form.

The paper is structured as follows: Section 2 introduces the approach, Section 3 provides evaluations, and Section 4
highlights future directions.

2 Belief space optimization for system identification

Consider a dynamical system of the following form

x′ = Ax+B(x, u)θ (1)

where x ∈ Rn is the current state, u ∈ Rm is the current action, x′ ∈ Rn is the next state, matrix A ∈ Rn×n is constant
and matrix B(x, u) ∈ Rn×m is dependent on the state and action. Many classical continuous control environments can
be written in this way.

2.1 Example: pendulum dynamics

As a concrete instantiation of (1), consider the dynamics of a pendulum

q̈ = φ

((
q
q̇

)
, u

)T
θ = (− sin (q + π) −q̇ u)




3g
2l
3b
ml2
3
ml2


 (2)

with mass m, length l, and gravity g. The state of the pendulum x = (q, q̇) is comprised of the angle q and the angular
velocity q̇. Crucially, the kinematic parameters φ(x, u) and the dynamic parameters θ separate. The system can be
discretized using the implicit Euler integration scheme

x′ =

(
1 h
0 1

)
x+

(
h2

h

)
φ(x, u)T θ. (3)

This representation directly corresponds to the generic form (1), with matrices A and B(x, u) straightforward to identify.

2.2 Propagation of uncertainty

If parameter values θ are uncertain, they should be characterized by a probability distribution p(θ). The full state of the
system should then include it and we have to describe its dynamics. Assuming the initial belief p(θ) = N(θ|µ,Σ) and the
system dynamics p(x′|x, u; θ) = N(x′|Ax + B(x, u)θ,Q) are Gaussian, the posterior after observing a transition (x, u, x′)
is also Gaussian with parameters given by the standard Kalman filter update equations [Bishop, 2006]

K(x, u,Σ) = ΣB(x, u)T
(
Q+B(x, u)ΣB(x, u)T

)−1
, (4)

L(x, u,Σ) = I −K(x, u,Σ)B(x, u), (5)
µ′ = µ+K(x, u,Σ) (x′ −Ax−B(x, u)µ) , (6)
Σ′ = L(x, u,Σ)Σ. (7)

Kalman gain K(x, u,Σ) and matrix L(x, u,Σ) are introduced for convenience to simplify Equations (6) and (7) that de-
scribe the dynamics of the sufficient statistics of the belief state.
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To plan using the model (6)-(7), future observations x′ need to be integrated out. This results in the maximum likelihood
transition dynamics x′ = Ax + Bµ and the constant mean update µ′ = µ. Intuitively, such constancy is a manifestation
of the fact that the mean of the parameter estimate µ cannot be improved before observing any data. Nevertheless, its
variance Σ can be controlled.

Equation (7) gives the update rule for the covariance matrix and serves as the key to our formulation of the objective
function. Namely, we exploit the fact that the covariance matrix at the next time step is given by a product of matrices.
For example, after two time steps, Σ′′ = L(x′, u′,Σ′)L(x, u,Σ)Σ.

2.3 Entropy minimization objective

What should the objective function be? A conceptually straightforward approach is to minimize the entropy of the
posterior distribution over the parameters at the end of the planning horizon. This objective essentially asks for the most
informative actions and can be identified with the information gain criterion [Lindley et al., 1956]. It also fits nicely with
the multiplicative form of the covariance matrix, turning the product into a sum. For example, for a two-stage problem,

J =
1

2
log det (2πeΣ′′) ∝ log det Σ′′ = log detL(x′, u′,Σ′) + log detL(x, u,Σ) + log det Σ. (8)

Similarly, for an N -step trajectory,

J ∝
N−1∑

k=0

log detL(xk, uk,Σk). (9)

Thus, the summand L(xk, uk,Σk) can be viewed as a running cost. Adding a regularization term uTRu for smoothness,
we arrive at the following optimization problem

minimize
u0:N−1

N−1∑

k=0

log detL(xk, uk,Σk) + uTkRuk (10)

subject to xk+1 = Axk +B(xk, uk)µ, k = 0, 1, . . . , N − 1, (11)
Σk+1 = L(xk, uk,Σk)Σk, k = 0, 1, . . . , N − 1, (12)

where L(x, u,Σ) = I − ΣB(x, u)T
(
Q+B(x, u)ΣB(x, u)T

)−1
B(x, u). This problem can be directly plugged into a trajec-

tory optimizer, e.g., CasADi [Andersson et al., 2012]; state and control constraints can be added if needed.

3 Evaluation

Having solved the problem above, we obtain a sequence of actions u0:N−1 that should reveal the most about the system.
Note that this sequence of actions depends on our prior belief p(θ|µ,Σ) because µ enters the state dynamics and Σ figures
in the covariance cost. Thus, the optimal sequence of actions is a function of the prior together with the initial state x0,
i.e., u0:N−1 = ψ(x0, µ,Σ). We can think of ψ as a call to the trajectory optimizer.

The main question is whether this sequence of actions is better than any other one given that the true value µ? is different
from µ. One way to evaluate this hypothesis is to execute u0:N−1 on the real system with parameters µ? and then find the
posterior p(θ|x0:N , u0:N−1) given the observed trajectory. An even better solution is to replan after every time step. Such
closed loop control should intuitively speed up convergence to the true parameter value. We call this approach belief
space model predictive control for approximately optimal system identification.

We compare the belief space MPC approach (Figure 1) against random and sinusoidal excitations (Figure 2) on the pen-
dulum environment from OpenAI Gym [Brockman et al., 2016]. Optimal exploration performs well and beats random
actions and a naively chosen excitation signal by a large margin (Figure 3). However, a wisely chosen excitation signal
can be as good as the optimal one (Figure 4). The optimization approach was found quite insensitive to the choice of the
action cost R in a reasonable range, although extremely small values were found to cause instability.

4 Conclusion

Although the preliminary results are encouraging, further investigation is required. First, evaluation on more complex
systems must be performed to demonstrate the scalability of the approach. Second, comparison to other exploration
strategies is needed to better understand the trade-offs between optimality and heuristics. Third, the assumption on
the system dynamics (1) can be relaxed to allow for more flexible models; for example, the feature mapping φ can be
learned by exploiting its invariance to dynamics parameters, or a non-parametric model, such as a Gaussian process, can
be employed to represent the system dynamics.
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Figure 1: Effects of the action cost R on the closed-loop system performance. Trajectories are executed on Pendulum-v0
using belief-space MPC with horizon N and replanning every n steps. System noise Q is fixed and the action cost R is
varying. Three scenarios are shown. In (a), the action cost is high, therefore the controller quickly pumps the energy into
the system and fades away to observe the oscillations; this is possible because Pendulum-v0 is frictionless (although the
controller has a non-zero prior on the friction coefficient). In (b), the cost of actions is lower, therefore the controller can
enjoy taking larger actions a bit longer. In (c), the controller gets unstable, probably because the reward function is quite
flat without action regularization and the action limits are too small to escape the flat region.
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Figure 2: Compared to the optimal controls, random actions (a) perform very badly because they fail to explore the state
space. On the other hand, a naive sinusoidal signal (b) works quite well on the pendulum, making it swing in all kinds
of ways. However, the quality of system identification crucially depends on finding the right frequency of the sinusoid.
A more oscillatory signal (c) turns out to be better for system identification (see convergence plots below).
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Figure 3: Convergence plots show how quickly the posterior concentrates around the true parameter value; convergence
in terms of distance from the mean and in terms of entropy of the posterior are shown. The posterior is updated after
every n steps in the environment with the newly obtained data; one iteration on the x-axis corresponds to one posterior
update. Three excitation signals are compared: random actions (blue), slow sinusoid (green), and optimal controls
(red). Three scenarios are displayed from left to right that correspond to different action costs; only the red curve is
different among the subplots, the other two curves are the same and kept for reference. All subplots demonstrate that
the optimal excitation controls are significantly better than random or sinusoidal ones. Subplots (a) and (b) show similar
red curves, which means that optimization is insensitive to the choice of the action cost in a reasonable range. Subplot (c)
demonstrates that extremely low action costs may lead to oscillations; also observe that the final entropy in (c) is lower,
meaning that the controller is more certain in the end.
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Figure 4: A properly chosen excitation signal can yield very good results. These plots show that using a faster sinusoid
(green), one can obtain as good parameter estimates as with an optimal signal. In (a), the fast sinusoid discovers the
correct value faster and in the end it is even more certain than the optimal controller. In (b), both the optimal controls
and the sinusoid perform on par. In (c), the posterior mean found with the optimal actions is further away from the true
value and at the same time the controller is more confident about it; this shows the importance of the choice of costs.
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Abstract

Policy-gradient reinforcement learning (RL) algorithms have recently been successfully applied in a number of domains.
In spite of this success, however, relatively little work has explored the implications of policy-gradient RL as a model of
human learning and decision making. In this project, we derive two new policy-gradient algorithms that have implica-
tions as models of human behaviour: TD(λ) Actor-Critic with Momentum, and TD(λ) Actor-Critic with Mood. For the
first algorithm, we review the concept of momentum in stochastic optimization theory, and show that it can be readily
implemented in a policy-gradient RL setting. This is useful because momentum can accelerate policy gradient RL by
filtering out high-frequency noise in parameter updates, and may also confer a degree of robustness against convergence
to local maxima in reward. For the second algorithm, we show that a policy-gradient RL agent can implement an ap-
proximation to momentum in part by maintaining a representation of its own mood. As a proof of concept, we show
that both of these new algorithms outperform a simpler algorithm that has neither momentum nor mood in a standard
RL testbed, the 10-armed bandit problem. We discuss the implications of the mood algorithm as a model of the feedback
between mood and learning in human decision making.

Keywords: actor-critic, policy gradient, momentum, mood
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1 Introduction

RL algorithms can be divided into three broad classes: value-based, policy-based, and actor-critic. Algorithms in these
classes are distinguished by whether they learn just a value function, and then use this value function to generate a policy
(value-based algorithms), learn only a policy function and no value function (policy-based algorithms), or learn both a
value function and an independent policy function (actor-critic algorithms). In psychology and neuroscience, recent
studies of learning and decision making have tended to focus on the processes by which humans and other animals
learn a value function. By contrast, comparatively little work has explored the implications for human learning and
decision making of the different methods of policy improvement employed by policy-based and actor-critic algorithms,
despite some evidence that human learning is consistent with policy updating rather than value updating [1].

Policy-gradient RL is a well-studied family of policy improvement methods that uses feedback from the environment
to estimate the gradient of reinforcement with respect to the parameters of a differentiable policy function [2, 3]. This
gradient is then used to adjust the parameters of the policy in the direction of increasing reinforcement. In recent years,
RL algorithms that incorporate a policy-gradient component have been successfully applied to real-time robot control in
a continuous action space [4], to Atari computer games [5], and to the board game Go [6].

Because it uses the gradient of reinforcement to update a policy, policy-gradient RL can be thought of as a form of
stochastic gradient descent (SGD). As a result, theoretical advances in stochastic optimization theory concerning SGD
methods can be applied directly to policy-gradient RL algorithms. For instance, it is known that SGD convergence
can be greatly accelerated by a momentum term [7, 8, 9]. Here, we show that adding a momentum term to policy-
gradient RL improves performance in a standard testbed, the 10-armed bandit problem, and we explore the implications
of momentum as a model of phenomena in human learning and decision making. Specifically, we show that a mood
variable—defined as an exponential moving average of reward prediction errors [10]—can be used to help approximate
a momentum update without ever computing a momentum term explicitly.

2 Theoretical framework and background

2.1 Gradient descent and momentum

Gradient descent tries to find the parameters θ that minimize an objective function J(θ) by incrementally updating θ in
the direction of∇θJ(θ), the gradient of J with respect to θ. The step size is controlled by a learning rate η:

ut = η∇θJ(θ)
θt+1 = θt − ut

(1)

In many cases it may be computationally infeasible to calculate ∇θJ(θ). Stochastic gradient descent therefore uses an
estimated gradient∇θJ̃(θ), typically calculated as the mean of a mini-batch of training samples. In practice, a momentum
term [7, 8] is often also used to help overcome two distinct but related limitations of SGD. These limitations are, first,
that SGD considers only the the slope of the objective function (first derivative) and not its curvature (second derivative).
This can cause difficulty in the presence of ‘ravines’ in the objective function where the curvature of J differs with respect
to different dimensions of θ [11]. Second, SGD’s use of an estimated rather than an exact gradient increases the variance
of parameter updates: although ∇θJ̃(θ) is equal to ∇θJ(θ) in expectation, at any single time-step unsystematic error in
gradient estimation can lead to suboptimal parameter updates.

Momentum addresses both of these limitations by updating parameters according to both the estimated gradient of J at
the current θ and a proportion m of the parameter update at the previous timestep: ut = η∇θJ̃(θ) +mut−1. In this way,
momentum effectively implements a low-pass filter on parameter updates. This filtering resolves the limitations of SGD
described above, because both oscillations resulting from differential curvature of J and unsystematic error in gradient
estimation slow SGD by introducing high-frequency noise to parameter updates. For this reason, momentum has long
been used in machine learning, especially in training neural networks by backpropagation [9].

2.2 Policy-gradient reinforcement learning

A policy-gradient RL algorithm performs gradient ascent on an objective function that evaluates its policy under current
parameters (e.g., the expected future reward under the current policy). This is achieved by updating the parameters θ of
a differentiable policy πθ [2, 3] in the direction of the gradient of the objective function with respect to θ.

In this project we sought to explore the consequences of adding a momentum term to a policy-gradient RL algorithm.
Our starting point was TD(λ) Actor-Critic, which implements policy-gradient RL via a form of advantage updating [4, 5]:

1
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TD(λ) Actor-Critic. The critic learns a state-value
function V using a learning rate α, and provides a
scalar reward prediction error δ to the actor at each
timestep. In turn, the actor uses this reward predic-
tion error to improve its policy by updating θ in the
direction of the product of δ and the accumulating eli-
gibility trace et.
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Calculate reward prediction error

Update state value

Increment eligibility trace

Calculate parameter update

Update parameters

TD(λ) Actor-Critic makes use of a variable called the score function: ∇θ log πθ(s, a). This quantity is a vector defined as
the gradient of the log policy with respect to θ. It quantifies how the policy would change with changes in the different
entries in θ. Then, given a positive or a negative reward prediction error, this vector can be used to adjust the policy
appropriately [2, 5]. The score function is aggregated over time into the eligibility vector e, subject to an eligibility decay
parameter λ. When λ is greater than 0, this permits the algorithm to assign credit for rewards received at the current
timestep to actions taken at previous timesteps [4].

3 Momentum in policy-gradient reinforcement learning

3.1 TD(λ) Actor-Critic with Momentum

Since the algorithm described in Section 2.2 implements a form of SGD, it is amenable to improvement using the mo-
mentum principle described in Section 2.1. Specifically, we can add momentum to policy-gradient RL by augmenting the
update ut from TD(λ) Actor-Critic with a proportionm of the update from the previous timestep ut−1: ut = ηetδt+mut−1.
This produces a new algorithm, TD(λ) Actor-Critic with Momentum.

In addition to helping stabilise learning by filtering out high-frequency noise in parameter updates, another potential
advantage of momentum in policy gradient RL is that it may help the algorithm to find global rather than local maxima
of reinforcement, or at least to find better local maxima. A limitation of SGD in general is that it is guaranteed only to
converge to local optima; this can be especially problematic in RL environments, which are often characterised by non-
convex objective functions. In such settings, adding momentum to a policy-gradient RL algorithm might serve to propel
the algorithm past poor local maxima of reward, and thereby help to produce better overall policies at convergence.

3.2 TD(λ) Actor-Critic with Mood

In animal learning and decision making, one potential impediment to the use of a momentum term is that momentum
requires the algorithm to have access to ut−1, the vector of parameter updates at the previous timestep. We aim to show
here that a reasonable approximation to ut−1 can be constructed using a moving average of reward prediction errors. We
are interested in this moving average because of its psychological interpretation as a mood variable [10]. Specifically, we
follow [10] in defining a mood variable ht that is recursively updated via a simple error-correcting rule (delta rule) with
learning rate ηh and the current prediction error δt as a target:

ht = ht−1 + ηh (δt − ht−1) = ηh

t−1∑

τ=0

[(1− ηh)τδt−τ ] (2)

Next, we can unroll the definition of the momentum term and rewrite it as a sum of the products of eligibility traces and
prediction errors at previous timesteps:

mut−1 = mηet−1δt−1 +m2ηet−2δt−2 +m3ηet−3δt−3 + . . .+mt−1ηe1δ1 = η
t−1∑

τ=1

[mτet−τδt−τ ] (3)

We now seek to show that this sum of products can be approximated by a moving average of reward prediction errors
(that is, by the mood variable h). To this end, we first approximate the past eligibility traces et−τ from Equation 3 with
the most recent eligibility trace et−1 and move this term outside the sum. Then, by setting the learning rate ηh from
Equation 2 to 1 −m, the mood variable h becomes proportional to the approximated sum in Equation 3. Consequently,
mood from trial t− 1 can be used to approximate momentum at trial t:

mut−1 ≈ ηet−1
t−1∑

τ=1

[mτδt−τ ] ≈ ηet−1
m

1−mht−1 (4)
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Finally, since the approximate momentum update in Equation 4 depends only on quantities available at trial t− 1, it can
be applied in advance at the end of trial t − 1, rather than waiting until the end of trial t (cf. Nesterov momentum [8]).
This produces the TD(λ) Actor-Critic with Mood algorithm, which uses a mood variable to help approximate momentum:

TD(λ) Actor-Critic with Mood. The general structure
of TD(λ) Actor-Critic is retained, except that a mood
variable is calculated on each trial and used to bias
parameter updates according to the recent history of
reward prediction errors.

Calculate reward prediction error

Update state value

Increment eligibility trace

Calculate parameter update

Update parameters

Update mood
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4 Simulation results

Above, we described one extant policy-gradient RL algorithm (TD(λ) Actor-Critic), and two novel algorithms (TD(λ)
Actor-Critic with Momentum, and TD(λ) Actor-Critic with Mood). Here, we assess the simulated performance of these
three algorithms in a standard reinforcment learning testbed: the 10-armed bandit problem. Our goal is to determine
whether either momentum or mood-approximated momentum help to accelerate learning in this setting.

In the 10-armed bandit problem, the agent can choose
from among 10 choice options (‘arms’), each of which
is characterised by a different mean payout drawn
from a unit normal. An agent’s task in this environ-
ment is to choose arms that maximise the amount of
reward that it receives.

We implemented the three algorithms with a softmax
policy parameterised by the vector θ, which has length
equal to the number of choice options, where the i-th
entry of θ denotes strength of preference for the i-th
choice option. These preferences can be thought of as
analogous to Q-values, in that they denote some mea-
sure of the subjective utility of choosing different op-
tions; unlikeQ-values, however, preferences for differ-
ent options are not interpretable in terms of expected
future return. Each choice option is represented by the
feature vector φ(a), which is a one-hot vector (all 0 ex-
cept for the entry corresponding to a, which is 1). The
exact form of the policy is as below, where A is the set
of bandit arms:

πθ(a) =
eφ(a)

T θ

∑
â∈A

eφ(â)T θ
(5)

With this policy parameterisation, the score function
can be expressed in terms of φ:

∇θ log πθ(a) = φ(a)− Eπθ [φ(·)] (6)
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Figure 1: Learning curves (quantified by expected regret av-
eraged across 2000 simulations of 500 timesteps each) on two
variants of the 10-armed bandit testbed for three algorithms:
TD(λ) Actor-Critic (green), TD(λ) Actor-Critic with Momen-
tum (orange), and TD(λ) Actor-Critic with Mood (purple).
Left: testbed with Gaussian payout distribution (payout
standard deviation = 1). Right: testbed with Bernoulli pay-
out distribution. In both settings, an algorithm with momen-
tum performs best, followed by an algorithm with mood,
followed by an algorithm with neither.

Figure 1 displays the performance of the three algorithms for both Gaussian and Bernoulli payout distributions. Param-
eters for simulation are: λ = 0.1, γ = 1, α = 0.01, η = 0.1, m = 0.5. From these results, we can make three primary
observations. First, it is clear that a moderate degree of momentum (m = 0.5, orange line) accelerates learning perfor-
mance relative to an equivalent algorithm without momentum (green). Second, TD(λ) Actor-Critic with Mood (purple
line), which uses a mood term to approximate momentum, captures much of the benefit of momentum without requiring
an explicit representation of previous parameter updates. Third, the relative benefits of momentum are stronger for a
Bernoulli payout distribution than a Gaussian. This is because Bernoulli payouts have greater variance than Gaussian
payouts, such that individual pieces of feedback are less informative regarding the true gradient of reinforcement. As in
SGD, in this context a momentum term allows the algorithm to reduce the variance of updates to the parameters of its
policy, and therefore to learn more quickly.
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5 Conclusions

It is common practice in optimization by SGD to use a momentum term to accelerate convergence [7, 8, 9]. Here, we
provide a proof-of-concept result showing that momentum can also be used to accelerate policy-gradient RL. The under-
lying reason for this is that momentum helps overcome two limitations of steepest-ascent policy-gradient RL methods:
first, momentum can help prevent parameter oscillation in settings where performance is more sensitive to small changes
in some parameters than in others (e.g., driving in an urban environment, performance is much more sensitive to small
differences in the angle of the wheels than small differences in speed). Second, for on-line RL algorithms in stochastic en-
vironments, individual rewards or state transitions may provide very noisy estimates of the true gradient of reinforcment
with respect to the parameters of the policy. For instance, a single reward from a bandit that pays out probabilistically
gives only a high-variance sample of its underlying reward probability. By averaging parameter updates across multiple
points in time, momentum acts as a low-pass filter on this high-variance quantity, and therefore allows parameters to be
updated using a more stable (and more accurate) gradient estimate.

We also show that a momentum term can be reasonably well approximated in the policy-gradient RL setting by a mood
variable, where mood is defined as an exponential moving average of reward prediction errors [10]. This derivation may
shed light upon the role of mood in human and animal learning and decision making. For instance, [10] found evidence
for a mood-congruent interaction between mood and RL in human participants, such that participants who self-reported
high levels of mood instability tended over-value stimuli that they had encountered in a positive mood, and under-value
stimuli encountered in a negative mood. A mood model such as TD(λ) Actor-Critic with Mood provides one explanation
for this finding, because this algorithm approximates momentum by updating its policy parameters at each timestep in
the direction of the sum of the current reward prediction error and current mood. The effect of this is to boost preferences
for stimuli encountered when mood is positive, as [10] observed in participants high in mood instability.

More broadly, the fact that RL algorithms are improved by the addition of either momentum or mood is a reflection of an
interesting general property of learning: if an agent consistently receives positive reward prediction errors, this can often
be taken as a sign that the policy the agent has lately been following ought to be reinforced. By contrast, the reverse is true
for consistent negative reward prediction errors, which might indicate the necessity of altering the current policy. The two
policy-gradient RL algorithms that we have derived in this project take advantage of this general property of learning.
In the case of TD(λ) Actor-Critic with Momentum, this representation is made explicit in the form of a momentum term;
for TD(λ) Actor-Critic with Mood, it is accomplished implicitly by the use of mood to help approximate momentum.
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Abstract

Deep Learning and back-propagation have been successfully used to perform centralized training with communication
protocols among multiple agents in a cooperative environment. In this paper, we present techniques for centralized
training of Multi-Agent (Deep) Reinforcement Learning (MARL) using the model-free Deep Q-Network (DQN) as the
baseline model and communication between agents. We present two novel, scalable and centralized MARL training
techniques (MA-MeSN, MA-BoN), which separate the message learning module from the policy module. The separa-
tion of these modules helps in faster convergence in complex domains like autonomous driving simulators. A second
contribution uses a memory module to achieve a decentralized cooperative policy for execution and thus addresses the
challenges of noise and communication bottlenecks in real-time communication channels. This paper theoretically and
empirically compares our centralized and decentralized training algorithms to current research in the field of MARL.
We also present and release a new OpenAI-Gym environment which can be used for multi-agent research as it simu-
lates multiple autonomous cars driving cooperatively on a highway. We compare the performance of our centralized
algorithms to DIAL and IMS based on cumulative reward achieved per episode. MA-MeSN and MA-BoN achieve a
cumulative reward of at-least 263% of the reward achieved by the DIAL and IMS. We also present an ablation study of
the scalability of MA-BoN and see a linear increase in inference time and number of trainable parameters compared to
quadratic increase for DIAL.
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Deep Reinforcement Learning; Multi-Agent Systems
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1 Introduction

Multi Agent Reinforcement Learning (MARL) deals with the problem of learning optimal policies for multiple inter-
acting agents using RL. MARL algorithms can be applied to cooperative and competitive tasks. The main application for
cooperative MARL algorithms is in safe multi-agent autonomous driving. Training independent agents in multi-agent
cooperative environments leads to instability during training as the environment (consisting of other RL agents) will
exhibit a non-stationary model over time.

To overcome the problem of non-stationarity in the training of MARL agents, the current literature proposes the use of
centralized training using communication, information sharing or unified memory between the agents [7, 2, 4]. Effec-
tive communication between agents in MARL can be trained using backpropagation [7, 2]. Iterative Message Sharing
(IMS) [7] employs a message sharing protocol where an aggregated message is generated by averaging the messages
from all agents. The final policy is computed greedily from the value function which maps the observation z and ag-
gregate message magg to the state-action value, given by, π = argmaxaV (z,magg). Differentiable Inter-Agent Learning
(DIAL) [2] also trains communication channels, through back-propagation, for sequential multi-agent environments.
However, the messages exchanged between the agents are from the past time-steps. This causes a sub-optimal conver-
gence in dynamic environments as we show in our experiments section. Our work differs from these approaches in
two ways. (a) We remove the iterative network structure of communication protocol and replace it with a feed-forward
neural network, which reduces the complexity during training and increases the expressibility of the message. (b) We
use the centralized structure during training only and train a decentralized policy using a memory module for execution
as the communication among agents in autonomous driving environment is not guaranteed.

In this paper, we propose two centralized training algorithms for MARL environments using DQN [5] as the baseline.
The first approach extends the idea of using communication channels for message sharing as proposed in [2] to multi-
agent same discrete time-step communication, where the communication protocol is trained using back propagation [7].
The second approach introduces a broadcast network which generates a single broadcast message for all agents in the
environment and thus reduces channel bandwidth and memory requirements of the approach. We also propose a novel
method of boostrapping the training of independent memory module alongside our policy network to achieve fully
decentralized cooperative policy for execution. We evaluate our methods against current state of the art techniques in
MARL on multi-agent autonomous driving environment. We have developed an OpenAI Gym environment [1] which
simulates multiple autonomous and adversary cars driving on a highway. We also evaluate our results on two more
multi-agent particle environments with a long time to horizon and a cooperative reward structure [6].

2 Methods

Consider a cooperative multi-agent stochastic game G which is modeled by the tuple G = (X,S,A, T,R,Z,O) with N
agents, x ∈ X , in the game. The game environment presents states s ∈ S, and the agents observe an observation z ∈ Z.
The observation is generated using the function Z ≡ O(s, x) which maps the state of each agent to its private observation
z. The game environment is modeled by the joint transition function T (s,ai, s′) where ai represents the vector of actions
for all agents x ∈ X . We use the subscript notation i to represent the properties of a single agent x, a bold subscript
i to represent properties of all agents x ∈ X and −i to represent the properties of all agents other than xi. We use the
superscript t to represent the discrete time-step. The environment provides with a reward function R, which can be a
shared function to enable a cooperative behavior. In Partially Observable Stochastic Games (POSG), the reward function
R : S × A maps each agent’s actions ai to a private reward. In the following paragraphs, we present two methods
for centralized training of cooperative policies in MARL domains, which can be extended to a decentralized execution
paradigm. All the centralized training algorithms exhibit the property of having separate message generation and policy
modules. MA-MeSN and MA-BoN remove the need for iterative message passing, and thus allowing centralized training
with a reduced inference time and still achieving a better cooperative policy than previous approaches.

Multi-Agent Message Sharing Network (MA-MeSN): We present a scalable multi-agent network structure which al-
lows the message generation network f ′ to be optimized using gradients from policy networks of all agents and thus
provides better generalization. Evaluation of IMS in [7] mentions that only one agent is communicating in every iteration
of the message sharing loop. To eliminate the iterative communication, we propose a centralized training network with
communication channels inspired by the work of DIAL [2]. Fig. 1(a) shows the architecture of the MA-MeSN network
where agents are sharing messages and computing the final action-value for the same discrete time-step of the environ-
ment. We use 3 way communication where the messages generated by f ′−i is also conditioned on the communication
from agent xi. The messages m−i are conditioned on the full-state of the observable environment {zti , zt−i}, rather than
the private observation of each agent. A neural network f ′′ is used to evaluate the action-values for agent xi conditioned
on its private observation and messages from other agents in the environment m−i ≡ f ′(zt−i, f(zti)).
This approach has two advantages over DIAL. The messages mt

−i(z
t
−i, f(z

t
i)) are conditioned on the entire observable

state at time t, as opposed to DIAL, where messages mt
−i(z

t−1
−i ) are a function of the previous time-step private observa-
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Figure 1: Architecture for Cooperative MARL Network: (a) MA-MeSN (left), (b) MA-BoN (right) with Memory.
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Figure 2: Cumulative reward for (a) Centralized (left), (b) Decentralized (right) training on the Driving Environment.

tion of each agent zt−1−i . This results in improved stability in training and a better final cooperative policy. Secondly, MA-
MeSN can work with a step-based experience replay buffer with uniform sampling for gradient calculations, whereas,
DIAL trains on the samples of current episode to stay current with changing policies of other agents. To achieve decen-
tralized execution using discrete messages, we use Gumbel-Softmax [3] operation on the continuous message generated
by each agent [6] during training as it allows for differentiability of the network. Gumbel-Softmax generates a continuous
approximation of the categorical distribution by replacing the argmax operation with a Softmax operation. To achieve
fully decentralized execution without message sharing, we also propose a LSTM memory module µ associated with each
agent’s policy network. The LSTMµ learns a mapping from agent’s private observation to the message generated by
agents in the environment which can be used during fully decentralized execution. Thus the individual memory mod-
ules along with their policy network can be independently used for fully decentralized execution of cooperative policy
by the agents (MA-MeSN-MM).

Multi-Agent Broadcast Network (MA-BoN) A drawback of MA-MeSN is that the network needs to be individually
evaluated to compute the action-value for each agent. We note that back-propagation could be used to train a single
message (broadcast ≡ f ′(mt

i)) which relays a learned representation of all agent’s private messages mt
i . The Fig. 1(b)

shows the network architecture for Multi-Agent Broadcast Network (MA-BoN). We deploy a feed-forward broadcast
network f ′ surrounded by a symmetric network structure. The NN f ′(mt

i) learns a combined communication message
as the broadcast message. Each agent can now independently evaluate the action-value for their private observation
using the function g′(zti , f

′(mt
i)) which is a function of the complete observed state of the environment. This network

also allows for parallel action-value evaluations with a single forward pass of the network and avoids the |P | iterations
required by IMS and 2 iterations of MA-MeSN. MA-BoN can also be easily decenetralized using discrete messages or by
the use of a memory module LSTMπ trained in parallel to the policy network (MA-BoN-MM).

3 Experiments and Results

Centralized Training on Multi-Agent Driving Environment We have developed a multi-vehicle driving simulator
which simulates multiple autonomous and adversary vehicles driving on a highway. The adversary’s objective is to
hit the closest car and all cooperative autonomous cars must avoid crashes. The MARL agents receive a hidden obser-
vation of the environment and a private reward based on distance from the closest agent but don’t know which car is
autonomous or adversary. The agents can communicate using discrete limited bandwidth channel.

2
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Table 1: Comparison of scalability in terms of memory and inference time analysis for MA-BoN (ours), DIAL and IMS.

MA-BoN DIAL IMS
#Cars Time (sec) #Param (M) CRPE Time (sec) #Param (M) CRPE Time (sec) #Param (M) CRPE

2 13.2658 2.826 512.4408 14.5619 1.761 117.1410 21.4447 2.908 194.4888
3 21.1892 3.383 443.5566 25.1714 2.572 89.25467 31.1567 2.924 191.4618
4 31.1815 3.940 409.5076 37.8002 3.383 79.10172 39.2954 2.941 160.3807
5 41.8882 4.497 376.4217 50.6050 4.194 70.96123 47.6846 2.957 109.6350
6 55.3998 5.054 342.8269 64.0858 5.005 68.8291 55.0327 2.974 93.84936
7 71.1721 5.611 279.1121 80.4211 5.816 62.41487 63.5499 2.990 83.25440

The results for centralized training of cooperative multi-agents (averaged over 20 runs) are shown in Fig. 2(a). The policy
is approximated using a neural network with 2 layers of size [4096, 64] for MA-MeSN, MA-BoN and IMS; DIAL uses a
neural network of size [6144, 64]. All agents have a linearly decaying exploration strategy over the first 100K steps. We
updated DIAL to sample from a step-based replay buffer with importance sampling which weighs the newer episodes
with a higher probability of being sampled. For the IMS algorithm, we arrived at using P = 5 for communication
iterations through cross-validation. We achieve the highest cumulative reward with MA-MeSN followed by the MA-
BoN algorithm. The IMS and DIAL algorithm are able to improve on the policy achieved by independent DQN, due
to the shared information using trained communication channels. The MA-BoN and MA-MeSN use step-based replay
memory (zti , a

t
i, r

t
i) along withmt

−i which provides better indexing of the changing policies of other agents over time and
thus allows for a more stable training algorithm. The intuition for sharing messages in the current time-step is that it
provides other agents with an insight into the future action policy of the environment containing other learning agents.
We thus see a stable learning curve with faster convergence properties than DIAL and IMS. The MA-BoN results show
comparative performance to MA-MeSN and provides us with the benefit of reduction in the number of communication
layers needed from |N | × |N | to |N |; along with reduced inference time for state-value prediction.

Ablation Study of scalability of MA-BoN We demonstrate the scalability of the MA-BoN approach compared to IMS
and DIAL through an ablation study where we increase the number of agents in the environment. The table 1 shows
a comparison of the inference time to complete an episode (Time), the total number of parameters required (#Param)
and the average cumulative reward per episode (CRPE) when the number of agents in the environment is increased.
We see that the number of parameters (#Params) and communication connections between agents for MA-BoN grows
linearly compared to DIAL and thus we also see a slower rate of increase in the number of trainable parameters. The
inference time of MA-BON is comparable to IMS and better than DIAL, while achieving better performance than both
DIAL and IMS. We use CRPE as the measure of performance of the algorithm. CRPE are computed by averaging results
of 5 training runs of 15, 000 episodes or 2.5M steps. MA-BoN outperforms DIAL and IMS by a large margin and also
shows better scalability as the message generation network for each agent is optimized using the cumulative gradients
from all agents’ temporal difference loss. Thus, the message is more generalizable in complex settings. DIAL and IMS use
policy gradients to update the current agent’s message and policy joint parameters which leads to reduced robustness of
the message shared between agents.

Decentralized Cooperative Policy on Multi-Agent Driving Environment Decentralized execution could be achieved
by using a discrete channel between agents or by completely removing message sharing between agents. First, we evalu-
ate the performance of MA-MeSN and MA-BoN networks with discrete message sharing. The performance is measured
in terms of cumulative reward achieved in each episode compared to fully centralized training with continuous mes-
sages. MA-MeSN and MA-BoN networks were able to maintain 98.35% and 86.47% of the performance from centralized
policy after 4000 episodes. The distribution of messages in MA-MeSN network varies based on which agent is closer to
an adversary; whereas in the MA-BoN the message varies based on the distance of adversary to the any autonomous
agent. We compare two distributions generated by two different agents using chi-squared distance. We get a value of
0.07457 and 0.00105 for MA-MeSN and MA-BoN respectively. Thus, the generalizability of broadcast messages in MA-
BoN allows us to extend the MA-BoN network to environments with a variable number of agents. We note that the
channels between agents can be unreliable and thus agents must be able to execute a cooperative decentralized policy
without communication.

Centralized Training - Predator Prey All experimental results (Fig 3(a)) for Predator-Prey domain represent the average
over 5 runs and the results were smoothed using a moving average. All algorithms use a linearly decaying exploration
schedule for the first 100K steps from 1.0 to 0.05 and we then use a constant value of 0.05 for the rest of the training. All
experiments are run for 7M steps and 60K episodes. All agents in the environment use parameter sharing of weights
and biases of the neural network with a size of 1 hidden layer with 256 hidden units, with a communication channel
of size 8 units. Our centralized training method MA-MeSN was able to achieve good performance in this environment

3

Paper # 89 65



Figure 3: Cumulative reward for Centralized training on (a.) Predator Prey (left), (b.) Cooperative Communication.

as well (very close to IMS). DIAL performs poorly in dynamic environments as the message is generated based on old
observations of the environment. The results clearly shows that our algorithms are extendable to environments with
sparse cooperative rewards.

Centralized Training - Cooperative Comm. Results in Fig 3(b) for cooperative communication represents an average
over 5 runs with the same hyper-parameters as the previous section and for 7M steps and 100K episodes. To achieve
discrete 2-bit communication between the speaker and the listener, we apply a softmax on the output of the speaker
before feeding it to the listener. MA-BoN and MA-MeSN don’t use parameter sharing and the communication channel
from the listener is masked with dummy values for this experiment. Again the superior performance of MA-BoN is seen.

4 Conclusion and Future Work

We have proposed two novel scalable centralized training algorithms (MA-MeSN, MA-BoN) for training multiple au-
tonomous agents in an environment. The MA-MeSN uses idea of iterative message sharing and trains messages using
back-propagation. The MA-BoN uses back-propagation to train multiple agents using a single broadcast network which
is representative of the full state of the environment. We also propose a method to achieve discrete message decen-
tralized execution and fully decentralized execution using memory module (MA-MeSN-MM). We note that MA-BoN
messages are generalizable and robust. Thus as a natural next step, we will extend the centralized training algorithms to
environments with varying number of agents.
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Abstract

In this paper we provide empirical evidence showing that the norm of the successor representation (SR), while it is
being learned, can be used to generate effective exploration bonuses for reinforcement learning algorithms. The SR
is a representation that defines state generalization by the similarity of successor states. In our experiments the agent
maximized the reward functionRt+βrint, whereRt is the reward signal generated by the environment at time step t, β is
a scaling factor, and rint is the exploration bonus such that rint = 1

||ψ(St)||2 , with ψ(St) being the agent’s estimate of the SR
in state St. In the tabular case, when augmenting Sarsa with the proposed exploration bonus, we obtained results similar
to those obtained by theoretically sample-efficient approaches. We evaluated our algorithm in traditionally challenging
tasks such as RiverSwim and SixArms. We also evaluated this idea in hard-exploration Atari games where function
approximation is required. We obtained state-of-the-art performance in a low sample-complexity regime, outperforming
pseudo-count-based methods as well as the recently introduced Random Network Distillation (RND). We used a deep
neural network to approximate both the value function and the SR. In the extended version of this paper we also provide
some theoretical justification to the use of the norm of the SR as an exploration bonus by showing how, while it is being
learned, it implicitly keeps track of state visitation counts. We believe this result might lead to a different and fruitful
research path for exploration in reinforcement learning.

Keywords: Computational reinforcement learning, successor representation,
exploration, function approximation, Atari games.
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1 Introduction

Reinforcement learning (RL) tackles sequential decision making problems by formulating them as tasks where an agent
must learn how to act optimally through trial and error interactions with a complex, unknown, stochastic environment.
The goal in these problems is to maximize the discounted sum of the numerical reward signal observed at each time step.
The actions taken by the agent influence not just the immediate reward it observes but also the future states and rewards
it will observe, implicitly requiring the agent to deal with the trade-off between short-term and long-term consequences.
Here we focus on the problem of exploration in reinforcement learning, which is the problem of selecting appropriate
actions to explore the state space to gather information while taking the aforementioned trade-off into consideration.

Surprisingly, the most common approach in the field is to select exploratory actions uniformly at random, with even
high-profile success stories being obtained with this strategy (e.g., [10]). However, random exploration often fails in
environments with sparse rewards. In this paper we introduce a novel approach for exploration in reinforcement learning
based on the successor representation [5]. The successor representation is a representation that generalizes between states
using the similarity between their successors, that is, the states that follow the current state given the agent’s policy.

The main contribution of this paper is to show that the norm of the successor representation can be used as an exploration
bonus. We demonstrate this empirically in both tabular and function-approximation cases. For the latter we design a
deep reinforcement learning algorithm that achieves state-of-the-art performance in hard exploration Atari games when
in a low sample-complexity regime. A more thorough discussion about the proposed idea, as well as theoretical results
suggesting that the successor representation, while it is being learned, might encode some notion of state visitation
counts is available in the extended version of this paper [7].

2 Preliminaries

We consider the traditional reinforcement learning framework. We refer the reader to Sutton and Barto’s textbook for a
detailed presentation of the basic formalism [14]. In this paper we assume the reader is familiar with the basic concepts
in the field of reinforcement learning. The ideas presented here are based on the successor representation (SR) [5]. The
successor representation with respect to a policy π, Ψπ , is defined as

Ψπ(s, s′) = Eπ,p
[ ∞∑

t=0

γtI{St = s′}
∣∣∣S0 = s

]
,

where γ ∈ [0, 1) and I denotes the indicator function. This expectation can be estimated from samples with TD learning:

Ψ̂(St, j) ← Ψ̂(St, j) + η
(
I{St = j}+ γΨ̂(St+1, j)− Ψ̂(St, j)

)
, (1)

for all j ∈ S and η denoting the step-size. The definition of the SR can also be extended to features. Successor features [1]
generalize the SR to the function approximation setting. We use the definition for the uncontrolled case in this paper.

Definition 2.1. For a given 0 ≤ γ < 1, policy π, and for a feature representation φ(s) ∈ Rd, the successor features for a state s are:

ψπ(s) = Eπ,p

[ ∞∑

t=0

γtφ(St)

∣∣∣∣∣S0 = s

]
.

3 The Norm of the Successor Representation as an Exploration Bonus

It is now well-known that the successor representation incorporates diffusion properties of the environment. These
properties can be used to accelerate learning, for example, with options that promote exploration [9]. Inspired by these
results, in this section we argue that the successor representation can be used in a more direct way to promote exploration.

To demonstrate the usefulness of the norm of the successor representation as an exploration bonus we compare the
performance of traditional Sarsa to Sarsa+SR, an algorithm introduced here that incorporates the norm of the successor
representation as an exploration bonus in the Sarsa update. The update equation for Sarsa+SR is

q̂(St, At) ← q̂(St, At) + α

(
Rt + β

1

||Ψ̂(St)||2
+ γq̂(St+1, At+1)− q̂(St, At)

)
, (2)

where β is a scaling factor and, at each time step t, Ψ̂(St, ·) is updated before q̂(St, At) as per Equation 1.

We evaluted this algorithm in RiverSwim and SixArms [13], traditional domains in the PAC-MDP literature that are used
to evaluate provably sample-efficient algorithms. In these domains it is very likely that an agent will first observe a small
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Table 1: Comparison between Sarsa and Sarsa+SR. A 95% confidence interval is reported between parentheses.

Sarsa Sarsa + SR
RIVERSWIM 26,526 (2,350) 1,989,479 (167,189)
SIXARMS 284,013 (88,511) 2,625,132 (516,804)

reward generated in a state that is easy to get to. If the agent does not have a good exploration policy it is likely to
converge to a suboptimal behavior, never observing larger rewards available in states that are difficult to get to.

Our results suggest that the proposed exploration bonus has a profound impact in the algorithm’s performance. When
evaluating the agent for 5,000 time steps, Sarsa obtains an average return of approximately 26,000, while Sarsa+SR
obtains an approximate average return of 2 million! Notice that, in RIVERSWIM, the reward that is “easy to get” has
value 5, implying that, different from Sarsa+SR, Sarsa almost never explores the state space well enough. The actual
numbers, which were averaged over 100 runs, are available in Table 1. Details about the task, parameters used, as well
as the empirical methodology are available in the extended version of this paper [7].

4 Counting Feature Activations with the SR

In large environments, where enumerating all states is not an option, directly using Sarsa+SR as described in the previ-
ous section is not viable. Using neural networks to learn a representation while learning to estimate state-action value
function is the approach that currently often leads to state-of-the-art performance in the field. However, learning the SR
becomes more challenging when the representation, φ, is also being learned. In this section we describe an algorithm that
uses the same ideas described so far but in the function approximation setting. Our algorithm was inspired by recent
work that have shown that successor features can be learned jointly with the feature representation itself [6, 9].

An overview of the neural network we used to learn the agent’s value function while also learning the feature repre-
sentation and the SR is depicted in Figure 1. The layers used to compute the state-action value function, q̂(St, ·), are
structured as in DQN [10], but with different numbers of parameters (i..e, filter sizes, stride, and number of nodes). This
was done to match Oh et al.’s architecture, which is known to succeed in the auxiliary task of predicting the agent’s next
observation, which we detail below [11]. From here on, we call the part of our architecture that predicts q̂(St, ·) DQNe to
distinguish between the parameters of this network and DQN. It is trained to minimize the mixed Monte-Carlo return
(MMC), which has been used in the past by the algorithms that achieved succesful exploration in deep reinforcement
learning [3, 12]. The reward signal the agent maximizes isRt+βrint, whereRt denotes the reward signal generated by the
environment and rint denotes the exploration bonus obtained from the successor features of the internal representation,
φ, which will be defined below. Moreover, to ensure all features are in the same range, we normalize the feature vector
so that ||φ(·)||2 = 1. In Figure 1 we highlight with φ the layer in which we normalize its output. Notice that the features
are always non-negative due to the use of ReLU gates.

The successor features, ψ(St), at the bottom of the diagram, are obtained by minimizing the loss

LSR = Eπ,p
[(
φ(St; θ

−) + γψ(St+1; θ−)− ψ(St; θ)
)2]

.

Zero is a fixed point for the SR, which is particularly concerning in settings with sparse rewards. The agent might end
up learning to set φ(·) = ~0 to achieve zero loss. We address this problem by not propagating ∇LSR to φ (this is depicted
in Figure 1 as an open circle stopping the gradient). The distinction between θ and θ− is standard in the field, with θ−

denoting the parameters of the target network, which is updated less often for stability purposes [10]. We also create an
auxiliary task to encourage a representation to be learned before a non-zero reward is observed. As Machado et al. [9],
we use the auxiliary task of predicting the next observation, learned through the architecture proposed by Oh et al. [11],
which is depicted as the top layers in Figure 1. The loss we minimize for this last part of the network is

LRecons =
(
Ŝt+1 − St+1

)2
.

The overall loss minimized by the network is L = wTDLTD + wSRLSR + wReconsLRecons.

The last step in describing our algorithm is to define rint, the intrinsic reward we use to encourage exploration. We
choose the exploration bonus to be the inverse of the `2-norm of the vector of successor features of the current state, as
in Sarsa+SR. That is,

rint(St; θ
−) =

1

||ψ(St; θ−)||2
,

where ψ(St; θ
−) denotes the successor features of state St parametrized by θ−. The exploration bonus comes from the

same intuition presented in the previous section (we observed in preliminary experiments not discussed here that DQN
performs better when dealing with positive rewards).
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Figure 1: Neural network architecture used by our algorithm when learning to play Atari games.

5 Evaluation of Exploration in the Deep Reinforcement Learning Case

We evaluated our algorithm on the Arcade Learning Environment [2]. Following Bellemare et al.’s taxonomy [3], we
focused on the Atari games with sparse rewards that pose hard exploration problems. We used the evaluation protocol
proposed by Machado et al. [8]. We used the game MONTEZUMA’S REVENGE to tune our parameters. The reported
results are the average over 10 seeds after 100 million frames. We evaluated our agents in the stochastic setting (sticky
actions, ς = 0.25) using a frame skip of 5 with the full action set. The agent uses the game screen as input.

Our results were obtained with the algorithm described in Section 4. We set β = 0.025 after a rough sweep over values in
the game MONTEZUMA’S REVENGE. We annealed ε in DQN’s ε-greedy exploration over the first million steps, starting at
1.0 and stopping at 0.1 as done by Bellemare et al. [3]. We trained the network with RMSprop with a step-size of 0.00025,
an ε value of 0.01, and a decay of 0.95, which are the standard parameters for training DQN [10]. The discount factor, γ,
is set to 0.99 and wTD = 1, wSR = 1000, wRecons = 0.001. The weights wTD, wSR, and wRecons were set so that the loss functions
would be roughly the same scale. All other parameters are the same as those used by Mnih et al. [10].

Table 2 summarizes the results after 100 million frames. The performance of other algorithms is also provided for ref-
erence. Notice we are reporting learning performance for all algorithms instead of the maximum scores achieved by the
algorithm. We use the superscript MMC to distinguish between the algorithms that use MMC from those that do not. When
comparing our algorithm, DQNMMC

e +SR, to DQN we can see how much our approach improves over the most traditional
baseline. By comparing our algorithm’s performance to DQNMMC+CTS [3] and DQNMMC+PixelCNN [12] we compare
our algorithm to established baselines for exploration that are closer to our method. By comparing our algorithm’s per-
formance to Random Network Distillation (RND) [4] we compare our algorithm to one of the most recent papers in the
field with state-of-the-art performance.

As mentioned in Section 4, the parameters of the network we used are different from those used in the traditional DQN
network, so we also compared the performance of our algorithm to the performance of the same network our algorithm
uses but without the additional modules (next state prediction and SR) by setting wSR = wRecons = 0 and without the
intrinsic reward bonus by setting β = 0.0. The column labeled DQNMMC

e contains the results for this baseline. This
comparison allows us to explicitly quantify the improvement provided by the proposed exploration bonus.

We can clearly see that our algorithm achieves scores much higher than those achieved by DQN, which struggles in
games that pose hard exploration problems. Moreover, by comparing DQNMMC

e +SR to DQNMMC
e we can see that the pro-

vided exploration bonus has a big impact in the game MONTEZUMA’S REVENGE, which is probably known as the hardest
game among those we used in our evaluation, and the only game where agents do not learn how to achieve scores greater
than zero with random exploration. Interestingly, the change in architecture and the use of MMC leads to a big improve-
ment in games such as GRAVITAR and VENTURE, which we cannot fully explain. However, notice that the change in
architecture does not have any effect in MONTEZUMA’S REVENGE. The proposed exploration bonus seems to be essen-
tial in games with very sparse rewards. We also compared our algorithm to DQNMMC+CTS and DQNMMC+PixelCNN. We
can observe that, on average, DQNMMC

e +SR outperforms these algorithms while being simpler since it does not require a
density model. Instead, our algorithm requires the SR, which is domain-independent as it is already defined for every
problem since it is a component of the value function estimates [5].

Finally, DQNMMC
e +SR also outperforms RND [4] when it is trained for 100 million frames. Importantly, RND is currently

considered to be the state-of-the-art approach for exploration in Atari games. Burda et al. did not evaluate RND in
FREEWAY, thus we do not report any scores for RND in this game.

A more thorough analysis of the impact of the different components of the proposed algorithm (the importance of the
auxiliary task, the impact of using a different p-norm of the SR, among other things) is available in the extended version
of this paper [7]. It also contains the learning curves of these algorithms and their performance after different amounts
of experience.
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Table 2: Performance of the proposed algorithm, DQNMMC
e +SR, compared to various agents on Atari games. The DQN

results reported are from Machado et al. [8] while the DQNMMC+CTS and DQNMMC+PixelCNN results were extracted
from Ostrovski et al.’s work and RND results were extracted from Burda et al.’s work. DQNMMC

e is another baseline used
in the comparison. When available, standard deviations are reported between parentheses.

DQN DQNMMC
e DQNMMC+CTS DQNMMC+PIXELCNN RND DQNMMC

e +SR
FREEWAY 32.4 (0.3) 29.5 (0.1) 29.2 29.4 - - 29.5 (0.1)
GRAVITAR 118.5 (22.0) 1078.3 (254.1) 199.8 275.4 790.0 (122.9) 430.3 (109.4)
MONT. REV. 0.0 (0.0) 0.0 (0.0) 2941.9 1671.7 524.8 (314.0) 1778.6 (903.6)
PRIVATE EYE 1447.4 (2,567.9) 113.4 (42.3) 32.8 14386.0 61.3 (53.7) 99.1 (1.8)
SOLARIS 783.4 (55.3) 2244.6 (378.8) 1147.1 2279.4 1270.3 (291.0) 2155.7 (398.3)
VENTURE 4.4 (5.4) 1220.1 (51.0) 0.0 856.2 953.7 (167.3) 1241.8 (236.0)

6 Conclusion

RL algorithms tend to have high sample complexity, which often prevents them from being used in the real-world. Poor
exploration strategies is one of the main reasons for this high sample-complexity. Despite all of its shortcomings, uniform
random exploration is, to date, the most commonly used approach for exploration. This is mainly due to the fact that
most approaches for tackling the exploration problem still rely on domain-specific knowledge (e.g., density models,
handcrafted features), or on having an agent learn a perfect model of the environment. In this paper we introduced a
general method for exploration in RL that implicitly counts state (or feature) visitation in order to guide the exploration
process. It is compatible to representation learning and the idea can also be adapted to be applied to large domains.
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Abstract

In this article, an empirical investigation of several tabular reinforcement learning algorithms is carried out for the prob-
lem of time series decision making with low signal to noise ratio, focusing on the financial domain. Departing from the
empirical finance literature, the main question asked is whether reinforcement learning agents can learn (or hopefully
outperform) the reported heuristics in an online fashion. In this context, the performance of temporal difference meth-
ods (Q-Learning, Sarsa, Expected Sarsa and Value Function prediction based methods) are evaluated and benchmarked
against a widely used strategy from empirical finance. Our contribution is twofold, namely: the empirical evaluation car-
ried out indicates that, when presented with data, the algorithms are able to discover some typical heuristics that have
long been reported in the related literature e.g: momentum and mean reversion but conditioned on the current state;
therefore, an interesting hybrid dynamic behaviour emerges in the value function estimation and the Q values of the
actions. Our second contribution is to note that in this particular setting (small number of discrete actions), the updates
of the Q values at each time step can actually be performed for all the possible actions and not only for the action the
agent took on that state, leading to a full exploitation behaviour. Across the board, the results using a real world data set
suggests that all the tabular methods tested perform better than the strategies reported in the empirical finance literature
as well as long only based strategies.

Keywords: Reinforcement Learning, finance, trading, online learning
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1 Introduction

Decision making given a noisy time series turns out to be a very common problem in many areas of research. In the
financial domain, on one hand the efficient market hypothesis (EMH) [1] states that there is no long term structure in
the time series itself. On the other hand, the empirical finance literature has reported evidence of two major anomalies,
namely: momentum [2] and mean reversion (well surveyed in [3] under the follow the loser heuristic). In case some of
these anomalies are present, tabular reinforcement learning agents should be able to learn some of this structure (if any)
from the data in a model free fashion.

Applications of the RL framework to financial time series is not a new subject and the literature is vast. For instance,
in [4] the problem of learning to trade (i.e whether to buy or sell a particular financial instrument) is investigated and
two algorithms, one based on policy search and another based on Q-learning are compared. [5] applied tabular methods
to the problem of finding a policy that leads towards an optimized execution strategy. [6] compares three automated
stock trading agents, one based on SARSA and two others: one based on trend following (or momentum) heuristics
and another based on the combination of momentum and market making. In [7], the work of [4] is extended to a deep
architecture where the problem of learning good representations via autoencoders and act optimally is tackled from
an end to end fashion. Interestingly, the results among these publications are somewhat mixed, with some cases of
successful RL agents, others more in line with the EMH (no structure found at all) and others arguing more in favour
heuristic approaches (due to the low signal to noise ratio, learning is too difficult and a good prior might be the best one
can do). Arguably, the success of a RL agent is intimately related to the information encoded in the state description and
this may be a paramount ingredient in the failure/ success of applications.

That said, the aim of this work is not to propose new state representations for the problem at hand, but rather try to
give insight to the following question: under essentially the same state representations used in the empirical finance
literature, what is the performance obtained across various tabular RL algorithms ?

The paper is organized as follows: section 2 gives a brief introduction to the reinforcement learning problem. Section
3 describes the algorithms used on the evaluation. Section 4 describes the experimental set up and its corresponding
results. In section 5, the present work is concluded.

2 Problem Formulation

In this section, a brief formulation of the problem is presented and the reader is referred to [8] for a thorough presentation.
In the general setting, the reinforcement learning problem can be defined by a tuple (S, A, P( R = r ,S’=s’ | S=s,A =a , Ras ,
γ, λ). Concretely, at each time step ti the agent receives a state representation of the environment S ∈ S, interacts with it
by choosing an action A ∈ A and receives a stochastic reward R(S,A) ∈ Ras , from the action it has taken in state S and
trasitions to a new state S′. The rewards and transitions that the agent incurs are sampled from P( R = r ,S’=s’ | S=s,A
=a). The parameters γ, λ represent the discount factor and the eligibility trace respectively. Based on the experiences
from the interaction with the environment, the agent tries to select its new action in order to maximize the expectation
of the sum of the discounted future rewards from that state onwards. Hence, setting Gt =

∑∞
k=1 γ

k−1Rt+k, the main
idea is to find a policy π(A|S), a probability distribution over actions given states such that the action-value function,
qπ(s, a) = Eπ(Gt|S = s,A = a), is maximized when the agent takes action A in state S and then follows π afterwards. In
this set up, Eπ(.) is the expected value of a random variable under the probability distribution P( R = r ,S’=s’ | S=s,A =a)
when the agent samples its actions according to π. Furthermore, the Markovian property allows the expectation to be
written in a recursive fashion as the expected Bellman equation i.e:

qπ(s, a) = Eπ (R(S,A) + γ
∑

A′
π(A′|S′)Q(S′, A′)|S = s,A = a). (1)

If a policy is given, the value function is the expected return of starting from state S and following the policy π onwards,
i.e: vπ(s) = Eπ(Gt|S = s). In this case the corresponding expected Bellman equation for V π(S) is given by:

vπ(s) = Eπ (R(S, π(S)) + γvπ(s
′)|S = s). (2)

In order to solve the reinforcement learning problem, instead of just predicting the values of qπ(s, a) the aim is to find the
optimal action-value function i.e: q∗(s, a) = maxπ qπ(s, a), which specifies the best possible performance in the problem
at hand. In addtion, q∗(s, a) induces an optimal policy by selecting actions in a greedy fashion. The optimal action-value
function also satisfies the the Bellman optimality equation and can be written as:

q∗(s, a) = E (R(S,A) + γmax
a′

q∗(S
′, a′)|S = s,A = a). (3)

The algorithms proposed in the next section try to solve equations 2 and 3 for the case of value function prediction and
control respectively. Moreover, for the problem of prediction the notion of eligibility trace, unifying the backward and
forward view methods from [9] is added and evaluated empirically in table 1.
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3 Algorithmic Solutions

Before the first algorithm is introduced some particular aspects of finance are going to be outlined in the hope they can
be used in a constructive way by the agent. Assuming the agent is able to trade only a fixed amount of contracts of the
asset at hand (the bet size is fixed), there are really only 3 possible actions, buying (going long, +1), selling (going short,
-1) or staying neutral (doing nothing, 0). Furthermore, without taking into account transactions costs, the rewards are
symmetrical (what the agent gets for being short is the opposite of what it gets for holding a long position). Therefore in
order to start in a simple fashion, one could try to flatten the reinforcement learning problem into a prediction problem
by fixing a policy (say going long). This way the problem now becomes to predict the value function at each state the
agent visits, go long if it is positive, short if it is negative and staying neutral otherwise. In order to estimate the value
function using the temporal difference method, algorithm 1 from [8], is used.

Algorithm 1 Value Function Prediction
1: Hyperparameters: α, γ, λ
2: Initialize V(S) to 0.0
3: E(S) = 0, for all s in S:
4: for t1, ..., tn do
5: A := action given by π (in this case π = 1)
6: Take action A, observe reward R, and next state S’
7: δ := R+ γV (S′)− V (S)
8: E(S) := (1− α)E(S) + 1 (dutch traces)
9: for all s ∈ S do:

10: V (s) := V (s) + αδE(s)
11: E(s) := γλE(s)
12: end for
13: S := S′

14: end for

Next instead of predicting the value function for a fixed policy in each state, the control problem is tackled. The idea
now is to predict state-actions pairs and from there derive the optimal policy by acting ε - greedy. In addition, it turned
out, that the performance of Algorithm 1 is robust for different values of the eligibility trace parameter λ (Table 1).
Therefore, in order to keep the number of hyper parameters to a minimum, both Q-learning, SARSA and Expected
SARSA Algorithms are investigated by implicitly setting λ = 0.0 and using ε-greedy exploration scheme (Table 2 and 3).
In this context, Q-learning ([8] page 131) , SARSA and expected SARSA ([8] page 133), are investigated in an out of the
shelf fashion for the case of two actions (long and short).

Algorithm 2 can be viewed as a particular extension of Q-learning, with two basic modifications, namely: first, instead
of updating only the state-action pair of the action the agent took, the Q values of all 3 actions (long, short or neutral) in
that state are all updated; secondly, given that for each visited state all actions are updated, the agent can follow a fully
explotiation policy and act greedily. This is possible because in a given state both the rewards and the next state for every
action choosen can be observed by the agent.

Algorithm 2 Modified Q-Learning
1: Hyperparameters: α, γ
2: Initialize Q(S, A) to 0.0
3: for t1, ..., tn do
4: A := argmaxaQ(S, a)
5: Take action A, observe reward R
6: for all Ai ∈ A do:
7: Pretend action Ai was taken, observe reward Ri, and next state S′

i

8: δi := Ri + γ argmaxaQ(S′
i, a)−Q(Si, Ai)

9: Q(Si, Ai) := Q(Si, Ai) + αδi
10: end for
11: end for

4 Empirical Evaluation

In this section the algorithms are applied to a real world data set comprising the daily closing prices of the SP 500 index
from 10 March 1983 to the 31st December 2018. The results are benchmarked against a widely used momentum strategy
and a long only strategy: the long/short (resp. long/neutral) momentum strategy compares the price of today with the
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moving average of price of the last 180 trading days; in case the price is above a long position (buy the index) is held;
conversely, in case it is below the average a short (neutral resp.) position is held; otherwise the position is kept neutral.
On the other hand, the long only strategy holds the index forever, aiming at long term capital appreciation.

In order to compare the strategies two metrics are addressed, namely: the cumulative return i.e Gt and the annualized
Sharpe ratio [10], i.e S =

√
252 r̂

σ̂r
, where r̂ and σ̂r are the sample average and standard deviation of returns. The

main idea behind the Sharpe ratio is to address the return on risk adjusted basis. In addition, in order to make a ”fair”
comparison the state representation of the tabular algorithms is constructed by calculating the Z score of the prices on
the last 180 trading days (same window used by the momentum strategy) and discretizing the score, yielding 8 states
which are depicted in x axis of figure 1. The rewards are calculated by multiplying the action took (i.e -1, 0 or +1) at time
t by the return of the index at time t+ 1.

In figure 1 the value function value predicted by algorithm is 1 is reported in basis points (i.e one hundredth of one
percent). It is interesting to note that during the years there is some consistency in the value function prediction in each
state. Furthermore, a hybrid behavior between momentum and mean reversion emerges, e.g: in the state where the price
falls below −3σ a momentum strategy would go short whereas a mean reverting strategy would go long, the RL agent
would be long in this case. On the other hand, for price movements in range of (1σ, 2σ), the RL agent would be long (so
would be a momentum strategy whereas a mean reverting strategy would be short). Therefore the behaviour captured
is not only dynamic in time but hybrid across the most common heuristics of the literature.

Table 1: Analysis of the impact of different values of discount factor, γ, and elegibility trace, λ, on the Sharpe ratio of Algorithm [1]. The results
suggest that γ > 0 is not necessarily better, since the performance of a myopic agent turns out to be competitive, this could be related to the low
signal to noise ratio of the series but needs further investigation.

λ | γ 0.00 0.20 0.40 0.60 0.80 0.90 0.99
0.00 0.68 0.67 0.66 0.66 0.68 0.68 0.67
0.20 0.68 0.71 0.72 0.68 0.62 0.58 0.62
0.40 0.68 0.74 0.66 0.66 0.64 0.58 0.55
0.60 0.68 0.67 0.66 0.58 0.45 0.46 0.40
0.80 0.68 0.65 0.65 0.49 0.40 0.20 0.27
0.90 0.68 0.65 0.60 0.47 0.22 0.20 0.25
1.00 0.68 0.66 0.55 0.38 0.24 0.22 0.24

In Tables 2 and 3 the performance of different RL algorithms is compared and benchmarked against the momentum and
long only strategies. The results reported are averages and standard deviations accross 18 runs. Interestingly, there is not
much variability accross the performance of each algorithm and with a decent amount of confidence, say at least in the
2σ region, all RL agents outperform the benchmark strategies in terms of Sharpe ratio.

5 Conclusions

In this work an empirical study of several tabular RL algorithms has been carried out for the problem of time series
based decision making. The experiments on a SP500 data set suggest that the RL agents trained online can outperform
some of the widely used heuristics in the finance literature by learning a hybrid dynamic strategy, conditioned on the
state representation. Furthermore, for this particular problem, it turned out that a simple value function prediction and
a fully exploitation modified Q learning agent are able to provide competitive performance across different algorithms.
That said, the performance of the algorithms is also relatively robust for different discount factors γ, suggesting that long
term planning does not play a major role in this task. In particular for case of value function prediction, the performance
of the algorithm is also investigated for different values of eligibility trace parameters λ and γ.
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Figure 1: The y-axis shows the estimation of V π , in basis points, from Algorithm [1] for every state in the x-axis. In order to visualize the dynamics
time is roughly spaced in 6 year intervals, so the top left is a snapshot of V π on the 15th Feb 89; on the top right on 23rd Jan 95; on the middle
left the estimation corresponds to the 22ond Jan 2000; the middle right displays what V π looked on the 28th Sep 2006. The bottom left and right
correspond to the 7th Sep 2012 and 21st Aug 2018 respectively.
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Abstract

In this work we introduce temporal abstraction in cooperative multi-agent systems (or teams), which are essentially
decentralized Markov Decision processes (Dec-MDPs) or dec. Partially Observable MDPs (Dec-POMDPs). We believe that as in
the case of single-agent systems, option framework gives rise to faster convergence to the optimal value, thus facilitating
transfer learning.

The decentralized nature of dynamic teams leads to curse of dimensionality which impedes scalability. The partial observabil-
ity requires minute analysis of the information structure involving private and public or common knowledge. The POMDP
structure entails growing history of agents’ observations and actions that leads to intractability. This calls for proper
design of belief to circumvent such a growing history by leveraging Bayesian update, consequently requiring judicious
choice of Bayesian inference to approximate the posterior. Moreover, in the temporal abstraction, the option-policies of the
agents have stochastic termination, which adds to intricacies in the hierarchical reinforcement learning problem.

We study both planning and learning in the team option-critic framework. We propose Distributed Option Critic1 (DOC)
algorithm, where we leverage the notion of common information approach and distributed policy gradient. We employ the
former to formulate a centralized (coordinated) system equivalent to the original decentralized system and to define the
belief for the coordinated system. The latter is exploited in DOC for policy improvements of independent agents. We
assume that there is a fictitious coordinator who observes the information shared by all agents, updates a belief on the
joint-states in a Bayesian manner, chooses options and whispers them to the agents. The agents in turn use their private
information to choose actions pertaining to the option assigned to it. Finally, the option-value of the cooperative game is
learnt using distributed option-critic architecture.

Acknowledgements

We are indebted to Audrey Durand and Adriana Romero for their critical comments that helped us improve the content.
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of space; they are given in the full paper.
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1 J-agent Dec-MDP planning with temporal abstraction

In this work we consider goal-based-event-driven Dec-MDP teams, where the agents know their own states but are unaware
of others’ states. There are some goal states g ∈ G, where G ⊂ S is a set of goal states, which the agents like to explore.
There is a common pool of options O available to all agents, where we assume |O| =: Joption > J . The agents choose an
option o with unique identifier i ∈ {1, . . . , Joption} from the pool without replacement. We write oj = i to indicate that the
option used by Agent j has the identifier i. The agents update their common belief of joint-states via broadcasting. Upon
exploring a goal, the agents receive a common reward, they get penalized for collision and broadcasting involves a cost.

1.1 When to broadcast?

Any agent j at state sjt at time t broadcasts under two circumstances: if it reaches a goal state (i.e. sjt ∈ G) and hence
terminates its current option oj deterministically, or greedily (1). Agent j can terminate its option oj stochastically with
probability βo

j

(sjt ), but does not necessarily broadcast. Let s̃jt := (s̃1
t , . . . , s

j
t , . . . , s̃

J
t ) be a joint-state sampled from the

common belief (introduced in section 1.2), with the j-th component replaced by Agent j’s true state sjt . At every step t,
Agent j broadcasts if

Qµ(s̃jt ,oBj
) > Qµ(s̃jt ,oB̄j

), (1)

where Qµ is the option-value corresponding to joint-option policy µ. The joint-option oBj implies that its component oj is
broadcast and joint-option oB̄j

implies its component oj is not broadcast. While broadcasting, Agent j sends its state sjt ,
its action ajt and the ID of the option it was executing oj to every other agents.

The aforementioned description tells us that broadcasting depends on the current state sjt of each Agent j and its
current option oj . For ease of exposition, let us denote the event that Agent j broadcasts at state sjt by Broad(sjt , o

j).
Broad(sjt , o

j) = 1 implies that Agent j has broadcast, and Broad(sjt , o
j) = 0 implies that it hasn’t. The vector Broad(st,o) :=

(Broad(s1
t , o

1), . . . ,Broad(sJt , o
J)) denotes the broadcast symbols of all agents. More formally, at time t, Broad(sjt , o

j) is
given by:

Broad(sjt , o
j) :=

{
1, if sjt ∈ G or (1) is true
0, otherwise.

(2)

1.2 Common information based belief state

The Dec-MDP can be viewed from the common information point-of-view as follows [4]. A fictitious coordinator observes the
information available to all the agents, the common information and prescribes a belief on the joint-state and a prescription
(Markov joint-option policy µt), which the agents apply in a decentralized manner (i.e., they apply their respective
action-policies on their local states) to decide on their actions. The common information based belief (coordinator’s state)
on the joint-state st ∈ S at time t is then defined as:

bct(s) := P(st = s | Ic,mt ), (3)

where Ic,mt is the common information available to all agents at time instant m. Here m is the instant of the last broadcast.

Recall that when Agent j decides to broadcast, it broadcasts its own state sjt , and own action ajt . Hence, at any time t, the
joint-observation yt = (y1

t , . . . , y
J
t ) made by all agents as follows:

yjt :=

{
(sjt , a

j
t ), if Broad(sjt , o

j
t ) = 1

∅, otherwise.
(4)

We can now express more formally the last instant of broadcast, m, as was introduced in Ic,mt in (3) as m := max{m′ ≤
t : for at least one j, yjm′ 6= ∅}. In other words, m is the last instant when at least one agent broadcast. Then, Ic,mt
can be defined as follows: Ic,mt := {y1:m,Broad1:m}, where Broad1:m is the history of broadcasting of all agents until
time instant m. Note that since the broadcast information can be inferred from the joint-observation, Broad1:t−1 can be
absorbed in y1:t−1 in the conditioning in the definition of bct . Thus, (3) can be rewritten as bct(s) := P(st = s |y1:m). Clearly,
P(st = s |y1:t−1) = P(st = s |y1:m), since no new information is received in times τ ∈ {m+ 1, . . . , t− 1}. Thus,

bct(s) := P(st = s |y1:t−1). (5)

From the common information perspective the coordinator observes the common information, the sequence of joint-
observations until time t, y1:t, and generates prescriptions (in our case this is the joint Markov option-policy) µt, according

1
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to some coordination rule ψ such that ψ : Ω→M, j ∈ J (where Ω is the set of all observations andM is the set of Markov
option policies)

µt = ψ(y1:t−1, µ1:t−1). (6)

The prescription µjt is then communicated to Agent j. Note that Agent j then uses the component µjt of this prescription µt,
chooses an option oj ∼ µjt , uses the action-policy πo

j

and termination probability βo
j

corresponding to oj and generates
its action ajt using its local information sjt as per ajt ∼ πo

j

(ajt |sjt ). Since by (3), bct is measurable with (y1:t−1, µ1:t−1), we can
infer from (6) that there is no loss of optimality in restricting attention to coordination rules ψ̃ such that the prescription µt
is given by µt = ψ̃(bct).

Denote by bct,t the posterior based on current observation as given by bct,t(s) := P(st = s |y1:t).

Then, the evolution of the common belief is given by:

bct+1(s′) = P(st+1 = s′ |y1:t) =
∑

s∈S
pa(s, s′)bct,t(s), (7)

where pa(s, s′) denotes the one-step transition probability of going from state s to state s′ using action a.

We show that the above described coordinated system is a POMDP with prescriptions µt and observations yt = h̃t(st, µt),
where h̃t is Bayesian filtering update function2. Furthermore, based on a new joint observation received at time t, we show
that the common information based belief bct has a Bayesian update.

The optimal policy of the coordinated centralized system is the solution of a suitable dynamic program, i.e. the fixed
point of which (if it exists) formulates the critic. We first show that the common information based belief state bct is an
information state, which forms a sufficient statistic to form a future belief bct+1 based on the current common belief and the
current joint-option µt. Also, we establish the optimality of joint option-policy. We skip the main theorem involving these
results due to lack of space and instead turn our focus to the learning problem, as described in the subsequent sections.

2 Learning in Dec-MDPs with options

In this section we consider a setup of J-agent cooperative game, where they have decentralized control policies but a
single critic, the option-value, (infinite horizon discounted return) to maximize.

2.1 Common-belief based option-value and distributed gradient descent

We can extend the notion of option-value with full observability to the case with partial observability. Following the
definition of option-value upon arrival with call-and-return option, we have the following:

Uµ(bct ,o) :=
∑

s∈S
Uµ(s,o)bct(s) =

∑

s∈S

[
βo

none(s)Q
µ(s,o)bct(s) + (1− βo

none(s)) max
T ∈Pow(J )

max
o′∈Oavail(T )

Qµ(s,o′)bct(s)
]
, (8)

where βo
none(s) :=

∏
j∈J (1−βoj (sj)) is the probability that no agent has terminated, Oavail(T ) is the set of available options

for agents in the set T ⊆ J and Pow(J ) is power-set of J .

Qµ in (8) is the solution of the following Bellman update:

Qµ(bct ,o) :=
∑

s∈S
Qµ(s,o)bct(s) =

∑

s∈S

(∑

a∈A
πo(a|s)

[
ra(s) + γ

∑

s′∈S
bct+1(s′)

(
pa(s, s′)Uµ(s′,o)

)]
)
bct(s), (9)

where πo(a|s) is the joint probability of choosing joint-action a in joint-state s. From independence of agents we have
πo(a|s) :=

∏
j∈J π

oj (aj |sj), ra(s) is the common immediate reward of choosing joint-action a in joint-state s.

The optimal values corresponding to (8) and (9) are defined as follows:

U∗(bct ,o) := max
µ∈M

Uµ(bct ,o), Q∗(bct ,o) := max
µ∈M

Qµ(bct ,o). (10)

Define operator B as follows: [BQ∗](bct ,o) := γ

(
∑

a∈A π
o(a|s)∑s′∈S b

c
t+1(s′)

(
pa(s, s′)U∗(s′,o)

)
)
bct(s).

2Bayesian filtering applies Bayesian statistics and Baye’s rule in solving Bayesian inference problems including stochastic filtering
problems. See [3] and references therein for details.
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Then, Q∗ given by (10) can be rewritten as: with ro is the immediate reward corresponding to joint-option o, we have

Q∗(bct ,o) = ro(bct) + [BQ∗](bct ,o). (11)

We show in the following lemma that B is a contraction. Thus, (11) has a unique solution. Furthermore, since ro is
bounded, so is Q∗.

In this work we assume that the agents are factored, locally fully observable, transition independent and reward independent. For
such agents, it is shown in [5] that distributed gradient descent achieves local optima. In the sequel, we propose the idea of
learning in Dec-POMDP by augmenting the notion of distributed gradient descent of [5] with the spirit of option-critic
algorithm [2]. For Agent j we consider the parameters θj = (θj1 , . . . , θjM ) for action-policy πo

j

and φj = (φj1 , . . . , φjM )

for the termination function βo
j

, where M ≥ 1 is the number of parameters. We write πo
j ,θj

and βo
j ,φj

to show the
parameterized action-policy and termination function. We assume the standard Boltzmann function for the action policy
as given by

πo
j ,θj

(aj | sj) =
eQ

oj

intra(s
j ,aj)

∑
aj∈Aj eQ

oj

intra(s
j ,aj)

, (12)

where Qo
j

intra(sj , aj) is the weight of the Boltzmann intra-option policy πo
j ,θj

of Agent j. Given the option oj prescribed by
the coordinator, each agent j maintains its own action-value Qo

j

intra(sj , aj) for their own true state sj , and action aj ∈ Aj .
With fixed oj , the weights Qo

j

intra(sj , aj) are updated using vanilla Q-learning.

2.2 Factored common belief

For large scale systems, the common belief is intractable due to the combinatorial nature of joint state-space. Thus in one
of our experiments we assume that the common belief is factored, i.e.,

bct(s) := P(st = s |y1:t−1) ≈
∏

j∈J
P(sjt = sj |y1:t−1) =:

∏

j∈J
bc,jt (sj) =: bc,fact

t (s). (13)

2.2.1 Update of factored common belief in a consistent way

When the coordinator updates the factored common belief based on the joint-observation yt, it can do so first by iteratively
updating the factored likelihood Lt as given by the following: for each agent j ∈ J

Lt(s
j) := P(brj , aj |sj ,Broad, bc,jt )

∝ Lt−1(sj)
Esjt∼bc,jt

(
1(sjt = sj)1(Broad(sj) = brj)1(πo

j

(sj) = aj)
)

Esjt∼bc,jt
1(sjt = sj)

, (14)

where Broad is the deterministic broadcast function and brj := Broad(sj), is the broadcast symbol of agent j, brj ∈ {0, 1}.
Then, the posterior of the factored common belief can be computed using Bayes update rule (??) using the factored
likelihood (14). But this posterior may not be consistent with the fact that the dynamics of the agents are not transition
independent (e.g., when collision is not allowed as in our case). So, in order to make the posterior consistent, the coordinator
observes the current joint observation yt and re-marginalizes the factored common belief as follows: for inner loop k, do
for all j ∈ J

b0,j = bc,jt , b0 =
∏

j∈J
b0,j (15)

bk+1,j ∝ Es∼bkLt(s
j)P(sj 6= s−j)

∝ Es∼bkLt(s
j)
[
1(y−jt 6= None)P(y−jt 6= sj)] + 1(y−jt = None)

∑

s−j∼bk,−j

P(s−j 6= sj)
]
, (16)

where for any agent j, y−jt , s−j and bk,−j denote respectively the observations, sampled states and the factored beliefs
of other agents. With a slight abuse of notation, the equalities and inequalities in the last line imply for all other agents
k ∈ J \ j.
Using arguments for the convergence of the policy-gradient based algorithms (e.g., [7]) and the local optima achieved by
distributed stochastic gradient descent [5, Theorem 1], we can show the following
Theorem 1 The DOC algorithm given above converges to the optimal option-value Q∗.
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Figure 1: Option-critic values over iterations

3 Experiments
We validate theoretical results using Four-room environment introduced in [6]. Unlike their setup, we do not have any pre-
specified options in the common pool of options available to all agents. In the first experiment we investigate a navigation
task in a tabular setting with several equivalent targets. In the second experiment we use a Teamgrid [1] environment
with hierarchichal tasks which call for cooperation among the agents. We parameterize the Q-value, intra-option policy,
termination function and the broadcast function with deep neural nets and use factored common belief so that the results
are scalable to large state-spaces. Fig. 1 shows the convergence over 5 runs of option-critic for the tabular set-up.

4 Discussion

This paper investigates the temporal abstraction in dynamic teams (cooperative multi-agent systems) with expensive
broadcast. The main contribution of the paper is the establishment of the theoretical results of the main learning algorithm.
We extend the option-critic architecture to multi-agent systems and provide convergence results. In the underlying
planning problem, we adopt the common-information approach which transforms the decentralized problem into an
equivalent centralized set-up which enables us to leverage the tools from centralized stochastic optimization problems.
Note that similar to option-critic, DOC does not require learning the the options and learning the intra-option policies
and terminations suffices. For simplicity of exposition we have assumed in this work that whenever the agents decide to
broadcast, they broadcast their state and action. This is common in practice in applications such as in communication
networks with collision channels where the alphabet to be transmitted is of a few bits and the action of transmitting or not is
of one bit. For larger bits to be broadcast, one may use techniques like source-coding before transmitting, but that would not
alter the rest of the modeling assumptions and the convergence results will continue to hold. In such applications collision
in the channel causes the packet to drop and so putting collision penalty to discourage collision helps in learning. That the
agents broadcast to everyone can be costly in realistic scenarios. In that case one may learn optimal neighbourhood on top
of learning the policies and terminations and broadcast only to the neighbours.
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Abstract

Most model-free reinforcement learning methods leverage state representations (embeddings) for generalization, but
either ignore structure in the space of actions or assume the structure is provided a priori. We show how a policy can
be decomposed into a component that acts in a low-dimensional space of action representations and a component that
transforms these representations into actual actions. These representations improve generalization over large, finite action
sets by allowing the agent to infer the outcomes of actions similar to actions already taken. We provide an algorithm to
both learn and use action representations and provide conditions for its convergence. The efficacy of the proposed method
is demonstrated on large-scale real-world problems.
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1 Introduction

Reinforcement learning (RL) methods have been applied successfully to many simple and game-based tasks. However,
their applicability is still limited for problems involving decision making in many real-world settings. One reason is that
many real-world problems with significant human impact involve selecting a single decision from a multitude of possible
choices. For example, maximizing long-term portfolio value in finance using various trading strategies [4], improving
fault tolerance by regulating voltage level of all the units in a large power system [3], and personalized tutoring systems
for recommending sequences of videos from a large collection of tutorials. Therefore, it is important that we develop RL
algorithms that are effective for real problems, where the number of possible choices is large.

In this paper we consider the problem of creating RL algorithms that are effective for problems with large action sets.
Existing RL algorithms handle large state sets (e.g., images consisting of pixels) by learning a representation or embedding
for states (e.g., using line detectors or convolutional layers in neural networks), which allow the agent to reason and learn
using the state representation rather than the raw state. We extend this idea to the set of actions: we propose learning
a representation for the actions, which allows the agent to reason and learn by making decisions in the space of action
representations rather than the original large set of possible actions. This setup is depicted in Figure 1, where an internal
policy, πi, acts in a space of action representations, and a function, f , transforms these representations into actual actions.
Together we refer to πi and f as the overall policy, πo.

Recent work has shown the benefits associated with using action-embeddings [2], particularly that they allow for general-
ization over actions. For real-world problems where there are thousands of possible (discrete) actions, this generalization
can significantly speed learning. However, this prior work assumes that fixed and predefined representations are provided.
In this paper we present a method to autonomously learn the underlying structure of the action set by using the observed
transitions. This method can both learn from scratch and improve upon a provided action representation.

A key component of our proposed method is that it frames the problem of learning an action representation (learning f )
as a supervised learning problem rather than an RL problem. This is desirable because supervised learning methods tend to
learn more quickly and reliably than RL algorithms since they have access to instructive feedback rather than evaluative
feedback [6]. The proposed learning procedure exploits the structure in the action set by aligning actions based on the
similarity of their impact on the state. Therefore, updates to a policy that acts in the space of learned action representation
generalizes the feedback received after taking an action to other actions that have similar representations.

To evaluate our proposed method empirically, we study two real-world recommender system problems using data from
Adobe HelpX and Adobe Photoshop. In both the applications, there are thousands of possible recommendations that
could be given at each time step (e.g., which video to suggest the user watch next on the HelpX portal, or which tool
to suggest to the user next in the Photoshop software). Our experimental results show our proposed system’s ability to
significantly improve performance relative to existing methods for these applications by quickly and reliably learning
action representations that allow for meaningful generalization over the large discrete set of possible actions.

2 Background

We consider problems modeled as discrete-time Markov decision processes (MDPs) with discrete states and finite actions.
An MDP is represented by a tuple,M = (S,A,P,R, γ, d0). S is the set of all possible states, called the state space, and A
is a finite set of actions, called the action set. In this work, we restrict our focus to MDPs with finite action sets, and |A|
denotes the size of the action set. The random variables, St ∈ S, At ∈ A, and Rt ∈ R denote the state, action, and reward
at time t ∈ {0, 1, . . . }. The first state, S0, comes from an initial distribution, d0, and the reward functionR is defined so
thatR(s, a) = E[Rt|St = s,At = a] for all s ∈ S and a ∈ A. The reward discounting parameter is given by γ ∈ [0, 1). P is
the state transition function. A policy π : A× S → [0, 1] is a conditional distribution over actions for each state. For any
policy π, the corresponding state-action value function, qπ(s, a), and the state value function, vπ(s), are defined as in [6].

3 Generalization over Actions

The benefits of capturing the structure in the underlying state space of MDPs is a well understood and a widely used
concept in RL. State representations allow the policy to generalize across states. Similarly, there often exists additional
structure in the space of actions that can be leveraged. We hypothesize that exploiting this structure can enable quick
generalization across actions, thereby making learning with large action sets feasible. To bridge the gap, we introduce
an action representation space, E ⊆ Rd, and consider a factorized policy, πo, parameterized by an embedding-to-action
mapping function, f : E → A, and an internal policy, πi : S × E → [0, 1], such that the distribution of At given St is
characterized by:

Et ∼ πi(·|St), At = f(Et).

1
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Figure 1: (Left) The structure of the proposed overall policy, πo, consisting of f and πi, that learns action representations
to generalize over large action sets. (Right) a) Given a state transition tuple, functions g and f are used to estimate the
action taken. The red arrow denotes the gradients of the supervised loss (2) for learning the parameters of these functions.
b) During execution, an internal policy, πi, can be used to first select an action representation, e. The function f , obtained
from previous learning procedure, then transforms this representation to an action. The blue arrow represents the internal
policy gradients (3) obtained using Lemma 1 to update πi.

Here, πi is used to sample Et ∈ E , and the function f deterministically maps this representation to an action in the set A.
Both these components together form an overall policy, πo. With a slight abuse of notation, we use f−1(a) to denote the
set of representations that are mapped to the action a by the function f , i.e., f−1(a) := {e ∈ E : f(e) = a}. With this, we
define the overall policy, πo(a|s) :=

∫
f−1(a)

πi(e|s) de. In the following sections, we present the supervised learning process
for the function f when πi is fixed. Next we give the policy gradient learning process for πi when f is fixed. Finally, we
combine these methods to learn f and πi simultaneously.

Supervised Learning of f For a Fixed πi : We leverage a standard Markov property, often used for learning probabilistic
graphical models, to express P (At|St, St+1) as

∫
EP (At|Et = e)P (Et = e|St, St+1) de. Given an embedding Et we assume

that the action, At, is deterministic and can be represented by a function f : E → A, such that P (At|St, St+1) can be
decomposed in terms of f and P (Et|St, St+1). However, such a function f that maps from representation space to the
actions may not be known a priori. We propose searching for an estimator, f̂ , of f and an estimator, ĝ(Et|St, St+1), of
P (Et|St, St+1) so that a reconstruction of P (At|St, St+1) is accurate. Let this estimate of P (At|St, St+1) based on f̂ and ĝ
be P̂ (At|St, St+1) =

∫
E f̂(At|Et=e)ĝ(Et=e|St, St+1) de. One way to measure the difference between P (At|St, St+1) and

P̂ (At|St, St+1) is using the expected (over states coming from the on-policy distribution) Kullback-Leibler (KL) divergence

=−E

[∑

a∈A
P (a|St, St+1) ln

(
P̂ (a|St, St+1)

P (a|St, St+1)

)]
(1)

Since the observed transition tuples, (St, At, St+1), contain the action responsible for the given St to St+1 transition, an
on-policy sample estimate of the KL-divergence can be computed readily using (1). We adopt the following loss function
based on the KL divergence between P (At|St, St+1) and P̂ (At|St, St+1):

L(f̂ , ĝ) = −E
[
ln
(
P̂ (At|St, St+1)

)]
, (2)

where the denominator in (1) is not included in (2) because it does not depend on f̂ or ĝ. If f̂ and ĝ are parameterized, their
parameters can be learned by minimizing the loss function, L, using a supervised learning procedure. In our experiments,
f contains learnable representations for the actions, and maps an embedding to the closest action. A computational graph
for this model is shown in Figure 1. Note that, while f̂ will be used for f in an overall policy, ĝ is only used to find f̂ , and
will not serve an additional purpose. As this supervised learning process only requires estimating P (At|St, St+1), it does
not require (or depend on) the rewards. This partially mitigates the problems due to sparse and stochastic rewards, since
an alternative informative supervised signal is always available. This is advantageous for making the action representation
component of the overall policy learn quickly and with low variance updates.

Learning πi For a Fixed f : A common method for learning a policy parameterized with weights θ is to optimize the
discounted start-state objective function, J(θ) :=

∑
s∈S d0(s)vπ(s). For a policy with weights θ, the expected performance

of the policy can be improved by ascending the policy gradient, ∂J(θ)∂θ . Let the state-value function associated with the
internal policy, πi, be vπi(s) = E[

∑∞
t=0 γ

tRt|s, πi, f ], and the state-action value function qπi(s, e) = E[
∑∞
t=0 γ

tRt|s, e, πi, f ].
We then define the performance function for πi as, Ji(θ) :=

∑
s∈S d0(s)vπi(s). Viewing the embeddings as the action for

the agent with policy πi, the policy gradient theorem [7], states that the gradient of Ji(θ) is,

∂Ji(θ)

∂θ
=
∞∑

t=0

E
[
γt
∫

E
qπi(St, e)

∂

∂θ
πi(e|St) de

]
, (3)
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Figure 2: (a) The maze environment. The star denotes the goal state, the red dot corresponds to the agent and the arrows
around it are the 12 actuators. (b) 2-D representations for the displacements in the Cartesian co-ordinates caused by each
action, and (c) learned action embeddings. In both (b) and (c), each action is colored based on the displacement (∆x,
∆y) it produces. Cartesian actions are plotted on co-ordinates (∆x, ∆y), and learned ones are on the coordinates in the
embedding space. Smoother color transition corresponds to preservation of the relative underlying structure.

where, the expectation is over states from dπ , as defined by [7] (which is not a true distribution, since it is not normalized).
The parameters of the internal policy can be learned by iteratively updating its parameters in the direction of ∂Ji(θ)/∂θ.
Since there are no special constraints on the policy πi, any policy gradient algorithm designed for continuous control can
be used out-of-the-box.

However, note that the performance function associated with the overall policy, πo (consisting of function f and the internal
policy parameterized with weights θ), is, Jo(θ, f) =

∑
s∈S d0(s)vπo(s). The ultimate requirement is the improvement of

this overall performance function, Jo(θ, f), and not just Ji(θ). So, how useful is it to update the internal policy, πi, by
following the gradient of its own performance function? The following lemma answers this question.

Lemma 1. For all deterministic functions, f , which map each point, e ∈ Rd, in the representation space to an action, a ∈ A, the
expected updates to θ based on ∂Ji(θ)

∂θ are equivalent to updates based on ∂Jo(θ,f)
∂θ . That is, ∂Jo(θ,f)∂θ = ∂Ji(θ)

∂θ .

The chosen parameterization for the policy has this special property, which allows πi to be learned using its internal
policy gradient. Since this gradient update does not require computing the value of any πo(a|s) explicitly, the potentially
intractable computation of f−1 required for πo can be avoided. Instead, ∂Ji(θ)/∂θ can be used directly to update the
parameters of the internal policy while still optimizing the overall policy’s performance, Jo(θ, f).

Learning πi and f Simultaneously: Since the supervised learning procedure for f does not require rewards, a few
initial trajectories can contain enough information to begin learning a useful action representation. As more data becomes
available it can be used for fine-tuning and improving the action representations.

Algorithm 1: Policy Gradient with Representations for
Action (PG-RA)
1 Initialize action representations
2 for episode = 0, 1, 2... do
3 for t = 0, 1, 2... do
4 Sample action embedding, Et, from πi(·|St)
5 At = f̂(Et)
6 Execute At and observe St+1, Rt
7 Update πi using any policy gradient algorithm
8 Update critic (if any) to minimize TD error
9 Update f̂ and ĝ to minimize L defined in (2)

If the action representations are held fixed while learning
the internal policy, then as a consequence of Lemma 1, con-
vergence of our algorithm directly follows from previous
two-timescale results [1]. Learning both πi and f simul-
taneously using our PG-RA algorithm can also be shown
to converge. We consider three learning rate sequences,
such that the update recursion for the internal policy is
on the slowest timescale, the critic’s update recursion is
on the fastest, and the action representation module’s has
an intermediate rate. With this construction, we leverage
the three-timescale analysis technique [1] for convergence.
Formal proofs and exact implementation details are left
out due to space constraints.

4 Empirical Analysis

A core motivation of this work is to provide an algorithm that can be used as a drop-in extension for improving the action
generalization capabilities of existing policy gradient methods for problems with large action spaces. We consider two
standard policy gradient methods: actor-critic (AC) and deterministic-policy-gradient (DPG) in our experiments.

Maze: As a proof-of-concept, we constructed a continuous-state maze environment where the state comprised of the
coordinates of the agent’s current location. The agent has n equally spaced actuators (each actuator moves the agent in
the direction the actuator is pointing towards) around it, and it can choose whether each actuator should be on or off.

3
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Figure 3: Results for the Maze domain with 28 actions, 212 actions, Adobe HelpX MDP and Adobe Photoshop MDP. AC-RA
(green) and DPG-RA (blue) are the variants of PG-RA algorithm that uses actor-critic (red) and DPG, respectively.

Therefore, the size of the action set is exponential in the number of actuators, that is |A| = 2n. The net outcome of an
action is the vectorial summation of the displacements associated with the selected actuators. The agent is rewarded with
a small penalty for each time step, and a reward of 100 is given upon reaching the goal position. To make the problem
more challenging, random noise was added to the action 10% of the time and the maximum episode length was 150 steps.
This environment is a useful test bed as it requires solving a long horizon task in an MDP with a large action set and a
single goal reward. The visualizations of the learned action representations on the maze domain is provided in Figure 2.

Real-word recommender systems: We consider two real-world applications of recommender systems that require
decision making over multiple time steps. First, Adobe HelpX, a web-based video-tutorial platform, which has a recommen-
dation engine that suggests a series of tutorial videos on various Adobe software products. The second application is
Adobe Photoshop, a professional multi-media editing software. The aim is to meaningfully engage the users in learning
how to use these software products and convert novice users into experts in their respective areas of interest. For both
of these applications, an existing log of user’s click stream data was used to create an n-gram based MDP model for
user behavior [5]. Sequences of user interaction were aggregated to obtain over 29 million clicks and 1.75 billion user
clicks for HelpX and Photoshop, respectively. 1498 tutorials and 1843 tools for the HelpX platform and Adobe Photoshop,
respectively, were used to create the action set for the MDP model. Rewards were chosen based on a surrogate measure for
difficulty level of tutorials on HelpX portal and popularity of final outcomes of user interactions in Photoshop, respectively.

Performance Improvement: The plots in Figure 3 for the Maze domain show how the performance of standard actor-
critic (AC) method deteriorates as the number of actions increases, even though the goal remains the same. However,
with the addition of an action representation module it is able to capture the underlying structure in the action space and
consistently perform well across all settings. Similarly, for both Adobe HelpX and Adobe Photoshop MDPs, standard
AC methods fail to reason over longer time horizons under such an overwhelming number of actions, choosing mostly
one-step actions that have high returns. In comparison, instances of our proposed algorithm are not only able to achieve
significantly higher return, up to 2× and 3× in the respective tasks, but they do so much quicker. These results reinforce
our claim that learning action representations allow implicit generalization of feedback to other actions embedded in
proximity to executed action.

Further, under the PG-RA algorithm, only a fraction of total parameters, the ones in the internal policy, are learned
using the high variance policy gradient updates. The other set of parameters associated with action representations are
learned by a supervised learning procedure. As evident from the plots in the Figure 3, this reduces the variance of updates
significantly, thereby making the PG-RA algorithms learn a better policy faster. These advantages allow the internal policy,
πi, to quickly approximate an optimal policy without succumbing to the curse of large actions sets.
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Abstract

Off-Policy policy gradient algorithms are often preferred to on-policy algorithms due to their sample efficiency. Al-
though sound off-policy algorithms derived from the policy gradient theorem exist for both discrete and continuous
actions, their success in discrete action environments have been limited due to issues arising from off-policy corrections
such as importance sampling. This work takes a step in consolidating discrete and continuous off-policy methods by
adapting a low-bias, low-variance continuous control method by relaxing a discrete policy into a continuous one. This
relaxation allows the action-value function to be differentiable with respect to the discrete policy parameters, and avoids
the importance sampling correction typical of off-policy algorithms. Furthermore, the algorithm automatically controls
the amount of relaxation, which results in implicit control over exploration. We show that the relaxed algorithm performs
comparably to other off-policy algorithms with less hyperparameter tuning.

Keywords: policy gradient, off-policy actor-critic, continuous relaxation
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1 Introduction

Policy gradient methods are a class of algorithms used to solve reinforcement learning problems (RL) by directly optimiz-
ing a parameterized policy. On-policy learning uses data collected from this policy to compute gradient updates. Despite
being rather successful [1], they can be sample inefficient as new data needs to be collected for each gradient update.
Consequently, Off-policy learning is preferred due to its ability to re-use data collected from older policies. In particular,
off-policy methods support data re-use from multiple behaviour policies, while learning a desired target policy.

While algorithms such as the Deep Deterministic Policy Gradient (Deep DPG) [2] exist for environments with continuous
actions, there has not been much progress for discrete actions due to the lack of a viable discrete reparameterization
approach. Algorithms like off-policy actor critic (Off-PAC) [3] and Actor Critic with Experience Replay (ACER) [4] can be
derived for discrete action environments. However, the reliance on the importance sampling corrections limits their use
in practice due to its high variance gradient estimate [5]. Recent work introduces Actor-Critic with Emphatic Weightings
(ACE) [6] as another approach to discrete action off-policy learning that introduces the first “off-policy policy gradient
theorem”. However, ACE also requires estimating corrections and has not yet been demonstrated in more complex
domains.

Our work aims to use successful continuous control algorithms [7] for discrete action environments by using continuous
relaxations of samples from a discrete policy [8]. In essence, we convert the learning of a discrete policy into a continuous
control problem. A particularly interesting side effect of the relaxation is the introduction of a temperature parameter, τ ,
that controls the amount of relaxation: The temperature can be automatically tuned [9], thereby controlling the entropy
of the policy and eliminating the need for external exploration noise. We call this approach a Autotuned, Relaxed,
Reparameterized Discrete Domain algorithm (AR2D2 ). Our contributions are:

1. Using continuous relaxations of discrete categorical samples [10, 8] to find the gradient of the action-value func-
tion, resulting in an algorithm similar to DPG [11].

2. Automatic control of the relaxation allowing sufficient exploration and eventual recovery of the optimal policy
using a novel objective that balances variance reduction [9] and action-value maximization.

2 Background

We start by covering the off-policy reinforcement learning setting before considering the continuous relaxation in Sec-
tion 2.1. Consider a Markov decision process 〈S,A,R, T , γ〉 where S is a set of states, A is a set of discrete actions,
R : S ×A → R is the reward function, T : S ×A× S → [0, 1] is the state-transition probabilities, and γ ∈ [0, 1] is the dis-
count factor. The expected discounted return from a state, s0, is given by the value function: V π(s) = Eπ[

∑
t γ

trt|s0 = s].
In policy gradient methods, we search for a parameterized target policy, πθ, that maximizes J(θ) =

∑
s dπθ (s)V

πθ (s)
where dπθ (s) is the stationary state distribution under the policy πθ.

However, in case of off-policy learning the samples are drawn from the state distribution under the behaviour policy,
µ(s|a) . Therefore, we optimize J(θ) =

∑
s dµ(s)V

πθ (s) where dµ(s) is the stationary state distribution under µ.

Importance sampling techniques (IS) can be used to correct for the discrepancy in the behaviour and target policies [5].
However, IS corrections, being high variance, often make algorithms such as Off-PAC [3] difficult to use in practice.
Alternatively, we can use the deterministic policy gradient theorem [12] to avoid IS corrections by considering determin-
istic policies, πθ(a|s) = a. In particular, DPG proposes a variant of Q-learning for policy gradients, where instead of
taking a greedy policy improvement, we can directly improve the policy in the direction of the gradient of the action-
value function: ∇θJ(θ) =

∑

s

dµ(s)∇θQπθ (s, πθ(s)). One limitation of the DPG is that it requires differentiable samples.

Differentiable reparameterizations exist for continuous distributions like the Gaussian [13, 14] and have been applied to
continuous control problems in RL [11, 7]. While relaxing a categorical distribution has been explored in reinforcement
learning as a action-depentent control variate [9] and a policy [15], it has not been fully developed into a viable alternative
to well-known algorithms such as DQN [16].

2.1 Continuous Relaxations for Discrete Variables

In this section, we cover background material related to discrete reparmetrization of categorical distributions [10, 8].
Consider the general objective of optimizing parameters θ of a probability distribution, pθ, to maximize the function f .
The gradient is defined as ∇θL(θ) = ∇θ Ez∼pθ [f(z)]. When f is not differentiable the log-deriviative identity1 can be
applied to obtain the REINFORCE estimator, ∇θL(θ) = Ez∼pθ(z)[f(z)∇θ log pθ(z)] which can be estimated using Monte-
Carlo sampling [17].

1The log-derivative identity is ∇x = x∇ log x

1

Paper # 209 88



In cases where f is differentiable and pθ can be reparameterized through a deterministic function, z = g(ε, θ), a low variance
gradient estimate can be be computed by shifting the stochasticity from the distributional parameters to a standardized
noise model, ε [13, 14]. Specifically, we can rewrite the gradient computation as∇θL(θ) = Eε[∇gf(g(ε, θ))∇θg(ε, θ)].
The Gumbel-Max trick [18] offers such a reparameterization for the categorical distribution: z = argmaxi[gi + log ηi]
where ηi are the log probabilities for a Categorical distribution and gi are independent and identically distributed noise
variables from the Gumbel(0, 1) distribution. While such a reparametrization shifts the distribution parameters to a
deterministic node, it introduces a non-differentiable argmax. The Gumbel-Softmax (GS) [10] distribution proposes to
replace the argmax with a softmax and temperature parameter τ :

yi =
exp((log ηi + gi)/τ)∑k
j=1 exp((log ηj + gj)/τ)

(1)

where τ → 0 recovers the argmax, and τ → ∞ recovers the uniform distribution. Due to the relaxation, the softmax
operation is differentiable providing continuous differentiable samples from this distribution. Computing argmaxi yi
corresponds to sampling from a categorical distribution and allows execution in a reinforcement learning environment.

3 Off-Policy Policy Gradients with Gumbel Reparameterization

In this section we discuss how to introduce the Gumbel-Softmax as an alternate parameterized policy for discrete actions
in the off-policy setting. We will do this by deriving the gradient for the action-value function to do policy improvement
by following the grading direction.

Recall the off-policy learning setup, where the goal is to learn a target parameterized policy πθ while collecting data from
a behaviour policy µ. Consider the gradient of the action-value function:

∇θJ(πθ) = Es∼dµ(s)[∇aQ(s, a)∇θπθ(s)] (2)

Like in DPG, a = πθ(s), where πθ is implemented using a Gumbel-Softmax policy with a relaxation parameter, τ (Equa-
tion 1). These relaxed discrete actions allow us to take gradients of Q w.r.t. the policy parameters θ, effectively back-
propagating through the sampling process. To execute actions in the environment, continuous samples from relaxed
policies are discretized using argmax so that they correspond to samples from a categorical distribution. In supervised
learning tasks, the Gumbel-Softmax temperature parameter is decayed [10] to reduce the relaxation over time. In re-
inforcement learning, premature annealing may lead to a suboptimal deterministic policy as the policy would fail to
sample a diverse number of trajectories (i.e. reduced exploration). The temperature, τ , must be carefully controlled to
prevent this outcome. In this work we consider τ is learned during optimization.

We now describe an off-policy actor-critic algorithm we call AR2D2 . We first describe the standard critic update to
learn Q, and then describe how the actor parameters are updated. Finally, we discuss how the trainable relaxation
parameter is automatically tuned in our setup for exploration and variance minimization. The algorithm is summarized
in Algorithm 1.

3.1 Critic Update

We use a Q function parameterized by w, where in our case w are the parameters of a neural network. Unlike DPG, our
policy is discrete and allows the Q function to be updated by minimizing the mean squared error (MSE) between Q and
a fixed target. To address overestimation bias [19] in the critic update, we employ Double Clipped Q-Learning [7]. The
target Q in the MSE now consists of taking the minimum of two Q-functions in the critic update:

L(w) =
1

N

∑

i

(ri + γ min
i=1,2

Q′w̃i(si+1, πθ(si+1))−Qw(si, ai))2 (3)

where (si, ai, ri, si+1) are a collection of experiences from the environment.

3.2 Actor Update

Expanding the Gumbel-Softmax policy definition from Equation 1 reveals three sets of variables: the categorical proba-
bilities {η1, . . . , η|A|}, the Gumbel noise {g1, . . . , g|A|} and the temperature parameter τ . The categorical parameters are
implemented with a deep neural network and updated by following the gradient in Equation 2.

3.3 Temperature Update

While the addition of the temperature is added to Gumbel-Softmax as a requirement for being differentiable, its intro-
duction offers a unique opportunity in the reinforcement learning domain to automatically control the balance between
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(a) Performance on LunarLander-v2 (b) Performance on CartPole-v1 (c) Temperature auto-tuned in training

Figure 1: Evaluation performance for three algorithms on (a) LunarLander-v2 and (b) CartPole-v1. (c) shows the
behaviour of temperature during learning. (a) While all three algorithms solve LunarLander (> 200 reward), AR2D2
displays lower variability between random seeds. (b) While ACER and DDQN show high variance for CartPole, AR2D2
converges quickly even when using the same hyperparameters as Lunar Lander. We plot a smoothed mean-return along
with standard deviation (shaded) for 5 random seeds. (c) The temperature increases at the start of learning and decays
automatically over time.

exploration and exploitation: adjusting the temperature from zero to infinity interpolates the distribution between a
deterministic argmax and a uniform distribution. The role of τ is then similar to the downstream impact of entropy reg-
ularization in that it controls policy stochasticity [20, 21] and avoids the need for external exploration noise often added
to off-policy algorithms [16, 2, 19]. Given τ is part of the same computational graph which optimizes η, we formulate
two separate gradient updates for τ , one to maxizime discounted return and another to minimize variance.

In order to stabilize the changing policy, we minimize the policy gradient variance w.r.t. τ , as proposed in [9], who
optimize the temperature of a relaxed hard threshold control variate. The gradient of the variance in gradient wrto τ is
formulated as:

∂

∂τ
Var(g(πη)) =

∂

∂τ

(
E[g(πη)2]− E[g(πη)]2

)
= E

[
2g(πη)

∂g(πη)

∂τ

]
(4)

where g(πη) is the gradient of Equation 2 w.r.t. the categorical parameters η. The second update takes a gradient ascent
step w.r.t. τ in the direction which maximizes Q. Combining the two, we get the following update for τ :

τt+1 = τt + αQτ [∇aQ(s, a)|a=πθ(s)∇τπθ(s)]− αστ∇τVar(g(πθ)) (5)

where αQτ and αστ are respective learning rates for the gradien updates to maximizeQ and minimize the gradient variance
from Equation 4. We find that a high αQτ learning rate, allowing the policy to quickly interpolate between exploration
and exploitation, is key to quick convergence of the algorithm. The algorithm is summarized in Algorithm 1.

4 Experimental Results

In this section we show the viability of using continuous relaxations by comparing with two state-of-the-art off-policy RL
algorithms: Double Deep-Q Learning (DDQN) [19] and ACER [4] on two discrete action environments, LunarLander-v2
and CartPole-v1 [22]. Algorithms are compared based on rollouts of the greedy policy. We tune hyperparameters on
LunarLander-v2 and transfer them without modification to CartPole-v1.

All methods solve LunarLander-v2 (Figure 1a). Interestingly, the hyperparameters for AR2D2 found on LunarLander-v2
transferred without modification onto CartPole-v1 unlike ACER and DDQN (Figure 1b) for which we had to fine-tune
the learning rate. This suggests that the auto-tuning mechanism might provide increased stability and robustness to
hyperparameters in our algorithm. Additionally, we note the remarkable stability of AR2D2 on CartPole (Figure 1b
compared to ACER and DDQN, despite the simplicity of the domain. A more robust algorithm would be a strong
addition to the current repertoire of RL algorithms and a further exposition of robustness will be left to future work.

In Figure 1c we can see how the temperature parameter increases substantially at the beginning of training, while quickly
decreasing around 100,000 steps. An increase in the temperature τ suggests both increased exploration and smoothing
of the problem early on during training.

5 Conclusion

In this work, we have shown empirical evidence for using continuous relaxations of discrete random variables in an off-
policy policy gradient algorithm. Particularly interesting is the dual purpose of the temperature parameter τ . It controls
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both the relaxation and the data collected from the environment, i.e. exploration. Specifically, the relaxation can be seen
as a form of smoothing and its relationship to entropy regularization will be explored in future work [21].

In summary, our work has unified discrete and continuous actions in the same off-policy policy gradient algorithm.
We expect that other RL algorithms that have previously faced the “differentiabiliy” requirement can successfully take
advantage of the relaxation. Future work will consider a more thorough theoretical and empirical investigation of per-
formance as well as the robustness of AR2D2 to hyperparameters.
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6 Appendix

The algorithm derived from the updates in Section 3 is shown below:

Algorithm 1 AR2D2

Input: critic networks Qw1 , Qw2 , and Gumbel-Softmax actor network πη and πτ
Input: update actor step d, temperature learning rate ατ , update weight β
Initialize target networks w′1 ← w1, w

′
2 ← w2, θ

′ ← θ
Initialize replay memory D
for episode = 1 to M do

Initialize st
for t = 1 to T do

Select action a = πθ(st)
Discretize action a using argmax to obtain â.
Observe (r, st+1) = env(â)
Append D with tuple (st, a, r, st+1)
Sample mini-batch of N transitions (s, a, r, s′) from D

y ←
{
r for terminal state s
r + γmini=1,2Qw̃i(s

′, a) for non-terminal states
Update critics wi ← argminwi N

−1∑(y −Qwi(s, a))2
if tmodd then

Update policy gradients:
∇ηJ(η) = N−1

∑∇aQ(s, a)|a=πθ(s)∇ηπθ(s)]
∇τJ(τ) = N−1

∑∇aQ(s, a)|a=πθ(s)∇τπθ(s)]
∇τVar(g(πθ)) = E[2g(πθ)∇τg(πθ)]
Update target networks:
w′i ← βwi + (1− β)w′i
η′ ← βη + (1− β)η′
τ ′ ← βτ + (1− β)τ ′

end if
end for

end for
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Abstract

People often navigate new environments and must learn about how actions map to outcomes to achieve their goals. In
this paper, we are concerned with how people direct their search and trade off between selecting informative actions
and actions that will be most immediately rewarding when they are faced with novel tasks. We examine how memory
constraints and prior knowledge affect this drive to explore by studying the exploratory strategies of people across four
experiments. We find that some people were able to learn new reward structures efficiently, selected globally informative
actions, and could transfer knowledge across similar tasks. However, a significant proportion of participants behaved
sub-optimally, prioritizing collecting new information instead of maximizing reward. Our evidence suggests this was
motivated by two types of epistemic drives: 1) to reduce uncertainty about the structure of the task and 2) to observe
new evidence, regardless of how informative they are to the global task structure. The latter was most evident when
participants were familiar with the task structure, hinting that the drive to gather knowledge can be independent of
learning an abstract representation of the environment. This was not the case when observations did not remain visible
to participants, suggesting that participants may adapt their exploratory strategies not only to their environment but also
to the computational resources available to them. Our initial modelling results attempt to explain the different cogni-
tive mechanisms underlying human exploratory behaviour across tasks, and are able to capture and explain systematic
differences across conditions and individuals.

Keywords: active learning; generalization; exploration-exploitation; heuris-
tics; transfer learning;
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1 Introduction

In order to act, plan, and achieve goals, people must learn about their environment and the outcome of possible actions.
One reason for human successes in developing new theories and strategies when confronted with new problems is
that people are not passive observers. Indeed, children ask informative questions and can adapt their strategies when
inquiring about things they don’t know [1], and play with new toys in ways that help them disambiguate uncertain
causal relationships and gather information [2, 3]. The idea that humans learn and interact with their environment by
performing intuitive experiments, maximizing information gain, is a popular one [4, 5, 6, 7].

In this work, we are interested in how people learn to select actions that are most rewarding when faced with a sequence
of novel but potentially related tasks. We designed experiments to better understand people’s exploration and reward
maximizing strategies across a sequence of tasks. Do those strategies evolve over time, as they encounter related tasks?
Can people transfer structural knowledge and improve their performance by leveraging similarities between tasks? What
is the relationship between people’s search strategies, their ability to learn and generalize from observations, and how
well they perform?

When faced with new situations, people are often faced with the decision of either gathering more information about the
task to improve the quality of their decision, or choosing an action that has been shown to be rewarding [8]. A doctor
might, for example, want to run more tests to have a better diagnosis for their patient or give them the treatment they
believe will best relieve them from their symptoms. To better understand human decision strategies when dealing with
the explore-exploit trade-off, Multi-armed Bandits (MAB) have been used extensively. In these experiments, participants
have to select between different possible actions yielding stochastic rewards, so as to maximize rewards. In the real
world, an essential part of solving problems lies in discovering the underlying structure of the problem, where each
action can be represented as a set of continuous and discrete features. In a Contextual MAB (CMAB), each arm has a set
of features that may be informative of the arm’s reward distribution. Learning how features relate to rewards allows for
an efficient representation of the environment, and enables the learner to generalize to new events.

We report on two experiments where people have to find rewarding actions in a sequence of tasks, and where the reward
structure is unknown. We compare them to cases where participants were trained on the reward structures prior to the
task. We find evidence that some participants selected actions that resolve uncertainty about the underlying structure of
the task, and traded off between exploration and exploitation in order to maximize reward. These participants were also
able to transfer knowledge across tasks and gradually improved their performance. Conversely, a significant proportion
of participants engaged in pure exploratory behavior, consistently preferring to attend novel information rather than
maximizing rewards. We highlight the importance of studying individual differences when studying human learners
and identify independent factors of epistemic drive that guide human exploration.

2 Experiment 1

We designed our initial experiment to look at how participants adapt to change of reward structure, and detect simi-
larities between tasks, with the hypothesis that people’s behavior would be well accounted by Bayesian models. What
we find instead is that, contrary to previous studies, the behavior of many participants deviated from those models’
predictions.

To better understand this phenomenon, we focused on the first three tasks each participant completed, which shared a
similar underlying reward structure. Participants were given a sequence of grids of 9x9 tiles, with each tile corresponding
to a possible choice. Participants had to select tiles to maximize their cumulative rewards over 20 choices in each grid.
This presents a classical explore-exploit trade-off: Succeeding in the task requires carefully balancing between choosing
new tiles to learn about the underlying reward structure or re-selecting tiles that were observed to be rewarding. In
each grid, contextual features (x,y) predicted for rewards. When a tile is selected, the reward is displayed for a short
period of time and is added to the cumulative score on the current grid. Participants were given no information about
the underlying structure of the grid prior to the task, apart from the fact that there may be patterns behind the rewards
across tiles. In the game, it is possible to re-select a tile repeatedly, and contrary to traditional bandit tasks, rewards were
deterministic for any given tile. This was done to ensure actions were distinctly either exploratory or exploitative (as
opposed to a stochastic case, where one could re-select an option to learn about it’s volatility.).

Experiment 1 showed that some participants were able to learn the underlying task structure when it was new and traded
off between exploration and exploitation to maximize their rewards. These participants transferred knowledge across
tasks that shared similarities in their underlying structure. However, we observed that a large proportion of participants
had a strong tendency to over-explore, preferring unobserved tiles over known tiles with a high reward value. Twenty-
two participants (31 percent) never re-selected tiles more than twice in any of the grids. We call these participants Full
eExplore (FE) participants. We call the other participants (n=49), that traded off exploration and exploitation, Explore-
Exploit (EE) participants. We plot the performance of EE and FE participants across all three grids in Figure 1. Further,
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(a) Game screenshot (b) Experiment 1 performance

Figure 1: (a) The grid presented to participants after 5 observations. Note that in Experiment 1, the rewards disappear shortly after a
tile has been selected. (b) Performance of FE participants (n=22) and EE participants (n=49) in Experiment 1 across all three grids. The
plotted confidence interval corresponds to the standard error (ci=68%).

participants had overall a strong ‘local bias’ in their sampling. Both EE and FE groups showed this bias, with adjacent
tiles selected in 49% of FE participants’ exploratory choices and 39% for EE participants.

To explain the large proportion of FE participants, we hypothesized participants may have been driven by wanting to
learn more about the reward structure and collect information. This would be consistent with the local search strategies
exhibited in other domains such as causal learning [9], category learning [10], or more generally with people’s inherent
curiosity bias [11, 12]. We hypothesized that this would only be the case for new tasks when participants still had
something to learn about the underlying reward structure of the tasks.

3 Experiment 2

Experiment 2 was identical to Experiment 1, but with the reward displayed continuously once a tile has been observed.
We added comprehension questionnaires and changed the reward scheme to rule out the alternative explanations about
participants’ extreme exploratory behavior. We hypothesized that with participants observations remaining visible, the
overall reward pattern would be more evident. Thus, participants would be more likely to re-select tiles with high
values and perform better than in Experiment 1. Because the underlying structure was more evident, we also assumed
fewer participants would engage in full exploration behavior, since their curiosity drive would be less pronounced. We
also hypothesized that participants would be able to make more globally informative actions (i.e. exploratory selections
would be more distant from each other).

Against our expectations, participants were overall more prone to engage in full exploratory behavior than in Experiment
1. It could be that participants were further motivated to collect more observations when they remained visible, as the
pattern might have been more salient to them and allowed them to learn better. Following our hypothesis that visible
observations allowed participants to generalize better, EE participants in Experiment 2 had more global exploratory
selections at the beginning of each grid. This could explain their better average performance on the first grid when
compared to those in Experiment 1.

4 Experiment 3

In Experiment 3, we tried to understand the large proportion of participants that engaged in full exploratory behavior.
After Experiment 1, we hypothesized that this might have been due to an intrinsic epistemic drive in participants. We
controlled for several alternative hypotheses, such as memory constraints, unclear instructions, or reward incentives, but
this led to more participants engaging in pure exploratory behavior. We designed Experiment 3 to control explicitly for
the potential epistemic drive of FE participants. To do this, we explicitly instructed participants about the relationship
between a tile’s location and the corresponding reward, prior to the task.

By making the structure clear to participants prior to the tasks, our primary prediction for Experiment 3 was that fewer
participants would engage in full exploratory behavior, since the epistemic reward would be largely attenuated. We also
hypothesized there would be weaker or no progress across grids since participants would already be familiar with the
reward structure from the first grid. With this training, we predicted participants would be more efficient at finding and
re-selecting tiles with high values, and would thus perform better overall than in Experiment 1 and 2. Experiment 3 was
set up identically to Experiment 2 except from the addition of a training step where participants were given one practice
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grid where all the rewards were continuously displayed, then two further practice grids, similar to the actual task grids,
so that they could learn the underlying pattern prior to performing the task.

Contrary to our hypothesis, many participants still engaged in full exploratory behavior. Given this result, we hypothe-
sized that participants might be motivated by observing new rewards rather than learning the underlying reward struc-
ture per se and that this effect might have been emphasized by the fact that rewards remained visible after having been
selected once. Indeed, in Experiment 2, where rewards remained observable, significantly more participants engaged in
full-exploratory behavior than in Experiment 1. We designed Experiment 4 to account for both factors of epistemic mo-
tivation: 1) wanting to learn about the underlying structure or the location of the maximum, and 2) wanting to observe
novel information.

5 Experiment 4

Our main hypothesis for Experiment 4 was that fewer participants would engage in full exploratory behavior, since the
epistemic reward is attenuated by not having the tiles visible after they have been selected and having training grids
prior to the task. We predicted EE participants would perform similarly or slightly worse than in Experiment 3, because
of the constraints of not having previous observations visible, but better than in Experiment 1 and 2. We also predicted
we would observe little or no transfer effect across grids.

In agreement with our hypothesis, only one participant out of 37 engaged in Full Exploration. This was significantly less
than in any other condition. This supports the idea that participants’ strategies were driven by an epistemic drive which
was twofold. First, participants were motivated to reveal the underlying reward structure, e.g., reducing the entropy
about the structure of the task, or about the location of the maximum. Participants were less likely to engage in FE
behavior in Experiment 4 (known structure and disappearing observations) than Experiment 1 (unknown structure and
disappearing observations), and significantly less in Experiment 3 (known structure and visible observations) than Ex-
periment 2 (unknown structure and visible observations). Second, participants were motivated to observe the outcomes
of individual actions, with a preference for actions that were local to their last one

Participants’ drive to reduce local uncertainty was enhanced by the fact that information became available once it has
been observed once. They were engaged less in FE behavior in Experiment 1 (non-visible observations) than Experiment
2 (visible observations), and less in Experiment 4 (non-visible observations) than Experiment 3 (visible observations).

6 Computational Modelling: Initial Results

We are currently investigating how computational models of memory, generalization and search can give us insight into
people’s representations and strategies when learning in new environments. Besides the important differences across ex-
periments, we are also interested in investigating the differences in behaviour of participants from the same experimental
condition. People’s explore-exploit strategies have been shown to carry significant differences across individuals [13].
More generally, advances in statistical and modelling tools has led to an increased interest understanding qualitative
differences in how people think and act [14].

We outline briefly the different components used in our model to capture different mechanisms of human behavior. To
model directed search, we use the predictions of Gaussian Process (GP) with an RBF Kernel. We take a fully Bayesian
treatment of the GP kernel hyperparameters, as presented in [15]. GPs have been successful in explaining human func-
tion learning phenomena [16, 17], unifying conflicting theories about how humans learn functions. More recently they
have also been applied to study decision making in multi-armed bandit problems [18]. We define a greedy weight com-
ponent that assigns a probability weight to reselect the currently maximum known value. To account for the local bias
observed in participants, we use the inverse Manhattan distance (IMD) to the last observation and fit with a softmax tem-
perature parameter to individual participants. We also add a negative weight on previous observations and a random
exploratory term (uniform probability for all observations). Models are fit to individual participants by using a Differen-
tial Evolution algorithm to maximise the maximum likelihood function. We use an L1 penalty on all weight parameters
and an exponential penalty on the local-bias temperature parameter for more interpretable models. We map the result-
ing models in Figure 2 to highlight clusters of behaviours across all four experiments. Table 1 presents the parameters
of cluster centroids obtained after running a Gaussian Mixture Model over all participants, as plotted in Figure 2. The
results show that we can obtain interpretable parameters that are consistent with observed the participant behaviors.

7 Conclusion

In this paper, we focused on the behavioural analysis of participants across four experiments to study how people learn
to select rewarding actions in a sequence of novel tasks. We found that some participants were able to learn the un-
derlying structure while balancing exploration and exploitation to maximize their rewards across tasks. They improved
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Figure 2: t-SNE visualisation of MLE parameters for individual participants across all 4 experiments. Clusters are obtained via a
Gaussian Mixture Model. Cluster centroids are reported in Table 1.

α directed search
(E[x] under the GP)

β global search
(σ2 under GP)

Greedy weight
(reselecting
max-known)

local-bias
weight

local-bias
temperature

dampen
previous
observations

random
exploration

cluster 1 0.3 0.06 0.22 0.03 75.13 0.15 0.24
cluster 2 0.02 0 0.12 0.35 26.15 0.3 0.21
cluster 3 0.1 0 0.08 0.51 7.21 0.03 0.28
cluster 4 0.22 0.04 0.19 0.19 1.57 0.14 0.18

Table 1: Parameters of cluster centroids of Gaussian Mixture Model. Weight parameters are normalised (i.e. all but the local-bias tem-
perature). These results show that we can obtain interpretable parameters that are consistent with observed the participant behaviors.
E.g. Cluster 1 corresponds to EE participants with global exploration, cluster 3 corresponds to FE participants with a strong local bias.

their performance from one task to the next by transferring abstract knowledge about their environment. However, con-
sistently across tasks, we observed that a significant proportion of participants engaged in purely exploratory behavior,
largely ignoring the reward incentive. We showed that this behavior could be manipulated by controlling the availability
of information as the learner selected actions, and by giving prior knowledge before participants engaged with the task.
We suggest that people are motivated by two types of epistemic drives: 1) to reduce uncertainty and learn about the
structure of the task and 2) to observe new evidence, regardless of its informativeness about the global task structure.
In our study, we highlight that studying individual differences amongst participants can help us better understand the
complex mechanisms at play during active learning in new environments.
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Abstract

As people age, their cognitive abilities tend to deteriorate, including their ability to make complex plans. To remedi-
ate this cognitive decline, many commercial brain training programs target basic cognitive capacities, such as working
memory. We have recently developed an alternative approach: intelligent tutors that teach people cognitive strategies for
making the best possible use of their limited cognitive resources. Here, we apply this approach to improve older adults’
planning skills. In a process-tracing experiment we found that the decline in planning performance may be partly be-
cause older adults use less effective planning strategies. We also found that, with practice, both older and younger adults
learned more effective planning strategies from experience. But despite these gains there was still room for improvement
– especially for older people. In a second experiment, we let older and younger adults train their planning skills with
an intelligent cognitive tutor that teaches optimal planning strategies via metacognitive feedback. We found that prac-
ticing planning with this intelligent tutor allowed older adults to catch up to their younger counterparts. These findings
suggest that intelligent tutors that teach clever cognitive strategies can help aging decision-makers stay sharp.

Keywords: aging; planning; cognitive training; cognitive plasticity
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1 Introduction

Many cognitive abilities deteriorate with normal aging, including planning. Commercial brain training programs
promised to remediate this cognitive decline by training basic cognitive capacities – especially working memory. But
they have often failed to live up to their promises (A consensus on the brain training industry from the scientific community,
2014). More effective methods for combating this decline or even improving planning abilities have yet to be discovered.
One new approach could be to discover and teach people cognitive strategies that make the best possible use of their
bounded cognitive resources (Lieder, Callaway, Das, et al., 2019; Lieder et al., 2018; Lieder, Krueger, Callaway, & Griffiths,
2017).

Previous studies have found that older adults have trouble formulating plans and updating them in the light of feedback
(Allain et al., 2005; Sorel & Pennequin, 2008). We hypothesized that the reason why older adults perform worse is that
their planning strategies are less effective than those of younger adults. If this is the case, then it should be possible
to mitigate this aspect of cognitive decline by teaching older adults better planning strategies. Here we investigate this
hypothesis using the intelligent cognitive tutor we developed in previous work (Lieder, Callaway, Das, et al., 2019; Lieder
et al., 2018, 2017). In Experiment 1, we characterized the planning strategies used by people of different age groups in
order to determine whether age affects the types of planning strategies used. In Experiment 2, we investigated whether
cognitive tutoring can help close the performance-gap between younger and older adults. Our results suggest that
cognitive tutoring is a promising approach that should be explored as an intervention for improving people’s decision-
making competency and remediating cognitive decline.

2 Experiment 1

2.1 Methods

We recruited participants younger than 25 years old to form our younger adults group (19 − 24 y.o., median = 23,
n = 49) and adults older than 47 years old to form our older adults group (48 − 70 y.o., median = 52, n = 29). The
experiment was conducted online via Amazon Mechanical Turk. In the experiment, participants completed 30 trials of
the Mouselab-MDP paradigm (Callaway, Lieder, Krueger, & Griffiths, 2017) with a three-step route planning task. On
each trial, participants were shown a map of gray circles (Figure 1) and instructed to move the spider in the middle to one
of the outermost nodes, picking up the rewards hidden along the way. For each trial, rewards are independently drawn
from discrete uniform distributions; in the first step the possible values were {−4,−2,+2,+4}; in the second step the
possible values were {−8,−4,+4,+8}; and in the third step the possible values were {−48,−24,+24,+48}. Participants
could uncover rewards beforehand by clicking on the gray circles and paying a cost of −1 for each reveal. Participants
were instructed to maximize their rewards and were incentivized with a monetary bonus based on their in-game score.

Figure 1: A typical Mouselab-MDP
trial used in Experiment 1 and the
control condition of Experiment 2.
Some of the rewards have already
been revealed by the participant.

We use the clicks our participants made to infer which kind of planning strat-
egy they used. We considered six different planning strategies: depth-first search,
breadth-first search, best-first search, progressive deepening, the optimal planning
strategy, and an impulsive strategy that chooses randomly. Depth-first search ex-
plores a single path at a time – from its beginning to its end. Once it reaches the
end of this path, it returns to the most recent unexplored fork in that path and con-
tinues exploring until all nodes have been inspected. Breadth-first search explores
the first nodes of all possible paths, then the second nodes, and so on until all
paths have been explored. Best-first search explores paths in the order of highest
expected sum of rewards. Progressive deepening is a strategy proposed by Newell
and Simon (1972) and is similar to depth-first search. The main difference is that
after exploring a path in its entirety, progressive deepening skips back to the start-
ing node, treating branches as part of another path for later exploration. Callaway
et al. (2018) found that the optimal strategy for the task environment used in this
experiment is to first set a goal by evaluating potential final destinations. As soon
as inspecting a potential final destination uncovers the highest possible reward
(+48), the optimal strategy selects the path that leads to it and terminates plan-
ning. If multiple potential final destinations are good (i.e., +$24) then the optimal
strategy collects additional information about the paths leading to those promis-
ing potential final destinations starting with the nodes right before a potential final

destination.
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2.2 Modeling Strategies

We modeled participants’ click sequences as a combination of following one of the six strategies described above and
some random moves. Formally, the probability of making click c when following strategy k is defined as

(1− ε) · σ(c;Vb,Mk
, τ) + ε ·Uniform(c;Cb) (1)

where the first term, σ(c;Vb,Mk
, τ), is a softmax over the possible clicks c in state b when following strategy k and τ is

the temperature parameter. The second term, Uniform(c;Cb), can account for actions that are inconsistent with strategy
k; the probability of such “random clicks” is modeled by a uniform distribution over all possible clicks and the action of
stopping planning. Finally, ε is the probability that a random click will be made.

The random strategy can therefore be modeled by the second term alone. The systematic behavior of the other strategies
was modeled in terms of the values Vb,M (c) they assign to different clicks c and the decision to terminate planning. For
example, in the depth-first search model, the preference function Vb,DFS(c) is the depth of the node inspected by click c if
that node lies on a partially explored path and a large negative value otherwise. As a result, deeper nodes are prioritized
and partially explored paths will be explored to the end before others are considered. In the optimal strategy model, the
value assigned to Vb,O is given by the optimal solution to the problem of deciding how to plan. In previous work, we
formalized this problem as a meta-level Markov Decision Process and computed its solution for the environment used
in this study using backwards induction (Callaway et al., 2018). Aside from the random and optimal strategy models, all
of our strategy models also capture previous findings that people often act as soon as they have identified an alternative
they deem good enough (i.e., satisficing; Simon, 1956) and tend to stop considering a course of action when they realize
it would entail a large loss at one point or another (i.e., pruning; Huys et al., 2012). To model satisficing and pruning,
our models include two free parameters for the participant’s aspiration level and pruning threshold respectively. When
the expected reward for terminating in belief state b exceeds the aspiration level, then our models assign a very large
value to the terminate planning action. Conversely, if the expected sum of rewards for any path falls below the pruning
threshold, then clicks on the remaining unobserved nodes on that path are assigned a large negative value such that
the strategy was discouraged from continuing to explore that unprofitable path. We fit all models to each trial for each
participant using maximum likelihood estimation for all model parameters (i.e., τ , ε, and the thresholds for satisficing
and pruning). We then performed model comparisons using the Bayesian Information Criterion (Schwarz et al., 1978) to
determine which strategy each participant is most likely to have used on each trial.

Figure 2: Strategy usage frequencies for younger adults versus older adults over all trials. The strategies we modeled
are (from left to right): Best-first search, breadth-first search, depth-first search, optimal, progressive deepening, and
random.

2.3 Results

In Experiment 1, we found that older adults differed significantly from younger adults in how often they used each of the
six planning strategies introduced above (χ2(5) = 205.43, p < .001). While both age groups used the optimal strategy the
most, older adults also favored the depth-first search strategy, using it almost as much as the optimal strategy (Figure 2).
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Taking a look at how participants’ strategy usage evolved over time indicates that older adults were adopting the optimal
strategy later in the experiment compared to younger adults (Figure 3). However, by the end of the experiment, the older
adults were still not using the optimal strategy as frequently as the younger adults (avg. frequency in the last five trials:
69.0% vs. 58.6%, χ2(1) = 3.86, p < 0.05). We also found that older adults were performing worse on the task compared
to younger adults, even after discovering the optimal strategy on their own (avg. score in the last five trials: 24.7 vs. 37.4,
t(76) = −2.87, p < 0.01). This is consistent with our expectation that using the optimal strategy less than another group
will lead to lower scores. If this difference in strategy usage is due to older participants being unaware of the existence of
the optimal strategy, then it should be possible to remedy their deficits by teaching them the optimal strategy using our
cognitive tutor. We tested this hypothesis in Experiment 2.

Figure 3: The frequencies of strategy usage for every trial in the experiment for younger adults (left) and older adults
(right). The strategies shown are best-first search (cyan), breadth-first search (red), depth-first search (green), optimal
(yellow), progressive deepening (magenta), and random (dark blue).

3 Experiment 2

3.1 Methods

Figure 4: Example feedback from the cognitive tutor
in the training phase of Experiment 2.

For Experiment 2, we recruited and sorted participants into two
groups: younger than 25 (median = 22 years, n = 41) and older
than 47 (median = 53 years, n = 37). We conducted the experi-
ment via Amazon Mechanical Turk. Participants were randomly
assigned to either train with the cognitive tutor (feedback condi-
tion: 18−69 y.o, nyoung = 24, nold = 23) or to practice the task on
their own (control condition: 18−68 y.o, nyoung = 17, nold = 14).
Participants in the control condition performed 30 trials of the
Mouselab-MDP task described in the Methods section of Exper-
iment 1. Participants in the feedback condition were first given
15 trials where they practiced the Mouselab-MDP task while
receiving our cognitive tutor’s optimal metacognitive feedback
(Lieder, Callaway, Das, et al., 2019; Lieder et al., 2018, 2017). As
illustrated in Figure 4, the tutor’s feedback comprised i) a de-
lay penalty whose duration was proportional to how subopti-
mal the participant’s planning operation was, and ii) a visual
demonstration of what the optimal planning strategy described

above would have done differently. The feedback thereby supported both reinforcement learning and learning from
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demonstrations. Participants were then given 15 test trials of Mouselab-MDP without any feedback, identical to the
trials given to the control group.

3.2 Results

Consistent with Experiment 1, we found that older people (Mean = 23.23, SEM = 2.16) performed worse in the first
half of the experiment than younger people (Mean = 29.40, SEM = 2.33; F (1, 1162) = 18.10, p < 0.001).

Encouragingly, practicing with our cognitive tutor was effective at improving decision-making skills regardless of age.
Specifically, older and younger adults who practiced with the cognitive tutor scored significantly higher in the test block
than their counterparts in the control condition (t(39) = 3.31, p < 0.01 and t(35) = 3.56, p < 0.01 respectively). Even
more encouragingly, for older people the benefit of training with our cognitive tutor was so large that they did not only
catch up to younger people but even scored significantly higher than younger people who had practiced the task on
their own (t(38) = 2.41, p < 0.05). Furthermore, it appears that older adults benefited more from the cognitive tutor
than younger adults. According to a three-way ANOVA the advantage of young people gradually vanished over time in
both conditions (βtrial×young = −0.13, F (1, 2332) = 5.21, p < 0.05) and was more pronounced in the training block than in
the test block (βtraining block×young = 5.55, F (1, 1406) = 7.36, p < 0.01) in the feedback condition. This indicates that older
adults were catching up to younger adults over time. As a consequence, we could no longer detect a significant difference
between younger versus older adults (t(45) = −1.02, p = 0.31) after 15 trials of training with the cognitive tutor. The
results suggest that cognitive tutors can help older adults catch up to the younger generations – and sometimes even
overtake them.

4 Discussion

Why do older people have a harder time making complex plans and how can we help aging adults retain their planning
skills? In Experiment 1, we found that older adults’ decision making skills appear to be limited by their reliance on sub-
optimal planning strategies. In Experiment 2, we found that this deficit can be remedied by letting older adults practice
planning with a cognitive tutor that teaches them an optimal planning strategy via metacognitive feedback. While both
older and younger adults benefited from cognitive tutoring, older adults benefited more. As a result, cognitive training
with our intelligent tutor decreased the performance gap between older and younger adults.

Our findings suggest that cognitive tutoring could be a promising new approach to remediating cognitive decline. We
recently found that using our cognitive tutors improves performance on a near-transfer task (Lieder, Callaway, Jain, et
al., 2019), and we plan to investigate whether this benefit transfers to daily life. Developing cognitive tutors for a wide
range of different cognitive skills and tailoring them to the needs of various age groups and (psychiatric) populations are
exciting directions for future research.
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Abstract

Previous work has shown that cognitive models incorporating passive decay of the values of unchosen features explained
choice data from a human representation learning task better than competing models [1]. More recently, models that
assume attention-weighted reinforcement learning were shown to predict the data equally well on average [2]. We
investigate whether the two models, which suggest different mechanisms for implementing representation learning,
explain the same aspect of the data, or different, complementary aspects. We show that combining the two models
improves the overall average fit, suggesting that these two mechanisms explain separate components of variance in
participant choices. Employing a trial-by-trial analysis of differences in choice likelihood, we show that each model helps
explain different trials depending on the progress a participant has made in learning the task. We find that attention-
weighted learning predicts choice substantially better in trials immediately following the point at which the participant
has successfully learned the task, while passive decay better accounts for choices in trials further into the future relative
to the point of learning. We discuss this finding in the context of a transition at the “point of learning” between explore
and exploit modes, which the decay model fails to identify, while the attention-weighted model successfully captures
despite not explicitly modeling it.

Keywords: reinforcement learning, representation learning, decay, selective
attention, behavioral modeling, Dimensions Task, model compar-
ison, trial-by-trial analysis
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1 Introduction

Previous work on representation learning in humans has investigated a role for selective attention in dynamically shap-
ing task representations [1], [2]. Computational models of this process of carving a task into its constituent states have
suggested two different mechanisms for implementing selective attention to different features of environmental stimuli:
a feature-level reinforcement learning model with decay of values of features of unchosen options (FRLdecay), and an
attention-weighted feature-level reinforcement learning model (awFRL). These two models offer conceptually different
accounts of selective attention: decay is retrospective, incrementally forgetting previously learned values if options are
not chosen again. In contrast, attentional filtering can be seen as prospective, modulating what is learned now for future
use, in line with [3], [4].

Even though these models posit different mechanisms, previous work has shown that, on average, they perform equally
well at predicting participants’ trial-by-trial choices on a multidimensional bandit task called the “Dimensions Task” (see
below). Here, we asked which model better accounts for choices on the Dimensions Task as a function of the participant’s
stage of learning. If the two models map onto the same cognitive process, we would expect them to be indistinguishable
in terms of the likelihood they assign to choices at every stage of the learning process. Conversely, if they capture
different aspects of the cognitive process, they should account well for different choices. First, we implement a new
model, awFRLdecay, which includes both a decay mechanism and attentional weights, and find it predicts participants’
choices better than either FRLdecay or awFRL. This suggests that the two mechanisms capture different components of
representation learning. We further investigate this finding using a novel trial-by-trial model comparison analysis which
takes into account the participant’s “point of learning” when comparing likelihoods. We find that the awFRL model best
explains behavior around the time when participants learn the correct task representation, while the FRLdecay model
best captures choices further beyond the “point of learning.” These findings suggest distinct roles for passive decay of
feature weights and selective attention in shaping task representations, and demonstrate the utility of moving beyond
average likelihoods when performing model comparison.

2 Task

Figure 1: Dimensions Task. On each trial, the participant is pre-
sented with three options (columns of features), each including
a face, a landmark, and a tool (“dimensions”). After choosing
one option, the participant receives feedback, and proceeds to the
next trial. One dimension is relevant for determining reward, and
within it, one feature rewards with p = 0.75 while the other two
features reward with p = 0.25. The participant does not know a
priori which dimension is relevant for reward, and which feature is
the target feature, and must learn these from trial and error

We reanalyzed data from [2]. Twenty-five human partic-
ipants were tasked with learning which of nine features
was more predictive of reward. Participants played 24
“games” consisting of 25 trials each. On each trial of
a game, participants chose between three columns, each
comprised of a face, a landmark, and a tool. All fea-
tures were visible on every trial, but feature combinations
within a column varied from trial to trial. The target fea-
ture randomly changed between games. Participants had
full prior knowledge of the task’s generative model. That
is, they received instructions in the beginning regarding
the reward contingencies, and changes in the target fea-
ture (i.e., end of games) were signalled explicitly (“New
game starting”).

3 Models Compared

We compared models using leave-one-game-out cross-validation, maximizing the total log-likelihood of the participants’
choices. As each participant performed a total of twenty-four games of the task, we held one game out at a time, fit the
model on the remaining twenty-three games, and evaluated performance on the held-out game.

3.1 Feature RL with Decay (FRLdecay)

The FRLdecay model introduced in [1] assumes the participant learns a feature weight for each of the nine unique
features. We denote these feature weights w and sum to compute a value for each column. Choice likelihood is modeled
as a noisy softmax. During learning, the weights of features in the chosen column are updated according to a temporal-
difference learning rule. Additionally, the values for features in unchosen columns decay toward zero. The addition
of decay implements a retrospective form of selective attention: on any given trial, the model learns about all chosen
features equally, later unlearning (decaying) the values of those features that are not chosen again. That is, instead of
predicting what should be learned on each trial, the model learns and then forgets values that were learned erroneously.

We denote the ith column on the current trial as Si, with the feature in each dimension (row) d ∈ {1, 2, 3} accessed as
Si[d], which indexes into the weights vector, w(Si[d]). Column values (analogous to action values, as choices were of
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columns) were computed as the sum over the weights of features in the three dimensions. The probability of choosing
column c is modeled using a noisy softmax over the values with an inverse temperature parameter β:

V (Si) =
∑

d

w(Si[d]) (1)

π(c) =
eβV (Sc)

∑
i e
βV (Si)

(2)

We assume a standard reinforcement learning update rule operating at the feature level. At each time point, we compute
the reward prediction error δ from the rewardR and the value assigned to the chosen column, δ = R−V (Sc), and update
each chosen feature using a learning rate η. For the unchosen columns, we decay all feature values toward zero with
decay rate λ:

For all d : w(Sc[d]) = w(Sc[d]) + ηδ (3)
For all d, i 6= c : w(Si[d]) = (1− λ)w(Si[d]) (4)

3.2 Attention weighted feature RL (awFRL)

The attention-weighted feature RL model described in [2] includes empirically-derived dimensional attention weights as
a direct measure of selective attention. These weights were computed in two ways: from eye position data, by binning
looking time to each dimension within a trial; and from fMRI decoding of information in face-, landmark-, and tool-
selective areas of the human cortex. The two measures of attention were then combined to form a single, empirically
measured attentional weight for each dimension (d) on each trial, which we denote φ[d] (see [2] for full details).

The attention weights modified both the value computation and update rule of the FRL model. First, they biased value
computation towards features in the attended dimensions. Next, the attention weights also biased the feature weight up-
date, modeling increased attention to a particular dimension as a higher learning rate for features in that that dimension:

V (Si) =
∑

d

φ[d]w(Si[d]) (5)

For all d : w(Sc[d]) = w(Sc[d]) + ηφ[d]δ (6)

As in the FRLdecay model, choice probabilities followed a noisy softmax distribution on column values.

3.3 Combined model: attention weighted feature RL with decay (awFRLdecay)

This model combines the above models, including both the attention-weighted value computation and chosen feature
value updates (from [2]), as well as the decay of unchosen features towards zero (from [1]). We can formally describe the
computations on each trial as:

V (Si) =
∑

d

φ[d]w(Si[d]) Attention-weighted value computation (7)

π(c) =
eβV (Sc)

∑
i e
βV (Si)

Choice likelihood (8)

For all d : w(Sc[d]) = w(Sc[d]) + ηφ[d]δ Attention-weighted feature weight updates (9)
For all d, i 6= c : w(Si[d]) = (1− λ)w(Si[d]) Unchosen feature decay (not attention-weighted) (10)

4 Results

As previously noted, the FRLdecay model and the awFRL model explained participants’ choices equally well on average
(Figure 2A). The new, combined, awFRLdecay model improved goodness of fit over both previous models, suggesting
that retrospective decay and prospective biasing by attention explain different components of the variability in partici-
pants’ choices. To test this hypothesis more directly, we next compared these models on a trial-by-trial basis, rather than
averaging over all trials within each game (Figure 2B). We found that awFRL explained choices in the first half of each
game better, while FRLdecay provided a better fit to choices in the later part of each game.

Motivated by the insight that the meaningful indexing within a game is not the absolute trial index, but the one relative
to the participant’s successful learning of the task, we repeated the trial-by-trial analysis, aligning data around the last
trial in which the participant did not choose the target feature, i.e. the “point of learning”(Figure 2C). We found that the
awFRL model predicted choices substantially better immediately following the point of learning, while the FRLdecay

2

Paper # 188 105



Figure 2: Trial-by-trial model comparison. A: Model comparison showing the mean cross-validated (CV) likelihood of participant’s
choices per trial. The FRLdecay (best fitting in [1]) and awFRL (best fitting in [2]) models both explain the data equally well, and
better than a baseline FRL model (equations (1)-(3)). The combined model surpassed both previous models (paired-sample t tests,
t(24) = 8.998, p < .001; t(24) = 12.374, p < .001, for the FRLdecay and awFRL models, respectively). B: Each bin shows the
the average likelihood difference as a function of trial, subtracting the FRLdecay predicted likelihood from the awFRL predicted
likelihood. C: The same trial-by-trial likelihood comparison, aligned to the last trial in each learned game in which the participant did
not choose the target feature (the “point of learning”). Error bars: standard error of the mean (SEM). *: p < 0.001.

Figure 3: Isolating the effects of introducing decay and attention. A: The difference in choice likelihoods between FRLdecay and FRL
(red) and awFRLdecay and awFRL (blue) aligned to the point of learning suggests that models that include retrospective decay lag in
capturing the participant’s point of learning. B: The difference in choice likelihoods between awFRL and FRL (green) and awFRLdecay
and FRLdecay (purple) suggests that models that include measured prospective attention weights perform best shortly following the
point of learning.

model performed better on the remainder of the game. Interestingly, both models fit the data to an equal extent before
the point of learning, that is, during the representation learning phase (see discussion).

To dissociate whether differences in likelihood around the point of learning are due to awFRL being a better predictor
of participants’ choices, or FRLdecay being a worse predictor, Figure 3 shows the same trial-by-trial analysis as before,
separating the effect of adding decay (A) and attention (B) to the models. Adding decay improved goodness of fit
throughout, except for the trial immediately following the “point of learning,” where decay models predicted choice
substantially worse than models omitting decay. Conversely, models including attention weights predicted choices con-
siderably better for a few trials after the “point of learning”. Both model components improved goodness of fit before
the point of learning.

5 Discussion

We compared the performance of two competing reinforcement learning models on a human representation learning
task. The models, introduced in previous work, posit conceptually different mechanisms, one suggesting retrospective
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“forgetting” of values learned in error, and the other employing prospective attention-gated learning of only those values
that are expected to be useful. Nevertheless, the two models predict choice data equally well on average. The improved
goodness of fit when combining both processes suggests that these models may account for different components of the
variance in the choice data. We uncovered differences in predictive likelihood between the models using insight into the
structure of the task: once participants successfully learn the correct task representation, they terminate a game with a
streak of correct choices, transitioning from exploring potential representations to exploiting the correct one. By align-
ing data to the “point of learning,” we recovered diverging predictive capacities of the FRLdecay and awFRL models.
The retrospective FRLdecay model lags in capturing behavior at the explore-exploit transition, while the prospective
awFRL attention model excels in predicting choices immediately following the transition. Together, these findings pro-
vide a more complete account of the complementary role of these mechanisms in enabling representation learning in
multidimensional reinforcement learning tasks.

This transition from exploration to exploitation, and the models’ success (or lack thereof) capturing it, allows a more
nuanced examination of the two models. The inclusion of decay, which essentially creates a learning-relevant choice
kernel [5], [6], as it maintains learning only for repeatedly chosen features, seems to improve overall model fit but fails
to account for the immediate transition at the “point of learning.” Perhaps this lag is due to its retrospective nature:
first learn about everything, then decay anything that is revealed by participants’ choices to have been learned (by the
mode) in error. Models incorporating prospective attention fare better at accounting for behavior around this change-
point, but rapidly lose their advantage as participants switch from exploration to exploitation. This effect may be due to
the attention measures used diminishing in effectiveness, participants deploying less selective attention once they have
learned the correct representation, or both. This comparison points to two other potential shortcomings of these models.
Neither model explicitly accounts for the change-point between exploration and exploitation, even though it appears to
be a distinct marker of the cognitive strategy employed by participants solving this task. Recent evidence suggests that
confidence might govern this transition [7], suggesting that a model incorporating separate exploration and exploitation
strategies may fare better at predicting the behavioral data. Of course, the transition may not be as abrupt as we have
portrayed it to be, which such a model could attempt to capture. Here, reaction times for different choices may provide
useful data that has been previously underexplored in the context of this task.

Another interesting finding is that the two models, which we have cast as conceptually different, explain the choice
data equally well before the point of learning, that is, during the actual representation learning stage. Three possible
explanations for this finding come to mind: 1) prospective and retrospective attention may contribute equally to the
representation learning process itself, 2) the models may be disguising as one another in the learning phase, and 3) the
differential contributions of the two processes are perhaps not separable with our task. In some sense, we cannot know
if both models account for the cognitive strategy participants take, or possibly neither model captures it well.

Finally, from the perspective of model comparison methodology, our results reaffirm the value of diving beyond average
model comparison metrics, such as mean cross-validated likelihood and BIC, and employing more granular comparisons.
Examining specific cases in which competing models make different predictions enables more nuanced investigation
than the overall goodness of fit of each model. Had we known in advance that such a stark behavioral change-point
exists in the data, we could have simulated data using this “qualitative signature,” which we expect a good model for
the task to be able to recover, and evaluated the models accordingly [8].
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Abstract

Temporal difference (TD) learning is an important approach in reinforcement learning, as it combines ideas from dynamic
programming and Monte Carlo methods in a way that allows for online and incremental model-free learning. A key
idea of TD learning is that it is learning predictive knowledge about the environment in the form of value functions,
from which it can derive its behavior to address long-term sequential decision making problems. The agent’s horizon of
interest, that is, how immediate or long-term a TD learning agent predicts into the future, is adjusted through a discount
rate parameter. In this paper, we introduce an alternative view on the discount rate, with insight from digital signal
processing, to include complex-valued discounting. Our results show that setting the discount rate to appropriately
chosen complex numbers allows for online and incremental estimation of the Discrete Fourier Transform (DFT) of a
signal of interest with TD learning. We thereby extend the types of knowledge representable by value functions, which
we show are particularly useful for identifying periodic effects in the reward sequence.

Keywords: Reinforcement Learning, Online Learning, Signal Processing, Dis-
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1 Temporal Difference Learning

Temporal-difference (TD) methods [7] are an important approach in reinforcement learning as they combine ideas from
dynamic programming and Monte Carlo methods. TD allows learning to occur from raw experience in the absence of a
model of the environment’s dynamics, like with Monte Carlo methods, while computing estimates which bootstrap from
other estimates, like with dynamic programming. This provides a way for an agent to learn online and incrementally in
both long-term prediction and sequential decision-making problems.

A key view of TD learning is that it is learning testable, predictive knowledge of the environment [11]. The learned
value functions represent answers to predictive questions about how a signal will accumulate over time, given a way
of behaving in the environment. A TD learning agent can continually compare its predictions to the actual outcomes,
and incrementally adjust its world knowledge accordingly. In control problems, this signal is the reward sequence, and
the value function represents the long-term cumulative reward an agent expects to receive when behaving greedily with
respect to its current predictions about this signal.

A TD learning agent’s time horizon of interest, or how long-term it is to predict into the future, is specified through
a discount rate [10]. This parameter adjusts the weighting given to later outcomes in the sum of a sequence over time,
trading off between only considering immediate or near-term outcomes and estimating the sum of arbitrarily long se-
quences. From this interpretation of its purpose, along with convergence considerations, the discount rate is restricted to
be γ ∈ [0, 1] in episodic problems, and γ ∈ [0, 1) in continuing problems.

In this paper, we investigate whether meaningful information can be learned from relaxing the range of values the
discount rate can be set to. In particular, we allow it to take on complex values, and instead restrict the magnitude of the
discount rate, |γ|, to fall within the aforementioned ranges.

2 One-step TD and the MDP Formalism

The sequential decision-making problem in reinforcement learning is often modeled as a Markov decision process (MDP).
Under the MDP framework, an agent interacts with an environment over a sequence of discrete time steps. At each time
step t, the agent receives information about the environment’s current state, St ∈ S , where S is the set of all possible
states in the MDP. The agent is to use this state information to select an action, At ∈ A(St), where A(s) is the set of
possible actions in state s. Based on the environment’s current state and the agent’s selected action, the agent receives a
reward, Rt+1 ∈ R, and gets information about the environment’s next state, St+1 ∈ S, according to the environment model:
p(s′, r|s, a) = P (St+1 = s′, Rt+1 = r|St = s,At = a).

The agent selects actions according to a policy, π(s, a) = P (At = a|St = s), which gives a probability distribution across
actions a ∈ A(s) for a given state s, and is interested in the expected discounted return:

Gt = Rt+1 + γRt+2 + γ2Rt+3 + ... =
T−t−1∑

k=0

γkRt+k+1 (1)

given a discount rate γ ∈ [0, 1] and T equal to the final time step in an episodic task, or γ ∈ [0, 1) and T equal to infinity
for a continuing task.

Value-based methods approach the sequential decision-making problem by computing value functions, which provide es-
timates of what the return will be from a particular state onwards. In prediction problems, also referred to as policy
evaluation, the goal is to estimate the return under a particular policy as accurately as possible, and a state-value function
is often estimated. It is defined to be the expected return when starting in state s and following policy π:

vπ(s) = Eπ[Gt|St = s] (2)
TD methods learn an approximate value function, such as V ≈ vπ for state-values, by computing an estimate of the
return, Ĝt. One-step TD methods compute Ĝt by taking an action in the environment according to a policy, sampling the
immediate reward, and bootstrapping off of its current estimated value of the next state for the remainder of the return.
The difference between this TD target and the value of the previous state is then computed, and the previous state’s value
is updated by taking a step proportional to this difference with a step size α ∈ (0, 1]:

Ĝt = Rt+1 + γV (St+1) (3)

V (St)← V (St) + α[Ĝt − V (St)] (4)

3 Complex Discounting and the Discrete Fourier Transform

The discount rate has an interpretation of specifying the horizon of interest for the return, trading off between focusing
on immediate rewards and considering the sum of longer sequences of rewards. It can also be interpreted as a soft
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termination of the return [11, 8, 6], where an agent includes the next reward with probability γ, and terminates with
probability 1 − γ, receiving a terminal reward of 0. From these interpretations, it is intuitive for the discount rate to fall
in the range of γ ∈ [0, 1) with the exception of episodic problems, where γ can be equal to 1.

With considerations for convergence, assuming the rewards are bounded, restricting the discount rate to be in this range
makes the infinite sum (in the continuing case) of Equation 1 finite. However, this sum will remain finite when the
magnitude of the discount rate is restricted to be |γ| ∈ [0, 1), allowing for the use of negative discount rates up to −1, as
well as complex discount rates within the complex unit circle.

While the use of alternative discount rates may result in some corresponding value function, a question arises regarding
whether these values are meaningful, or if there is any situation in which an agent would benefit from this knowledge.
First, we consider the implications of exponentiating a complex discount rate. We look at the exponential form of a
complex number with magnitude A, and note that it can be expressed as a sum of sinusoids by Euler’s Formula:

Ae−iω = A cos(ω)− iA sin(ω) (5)

From this, it is evident that exponentiating a complex number to the power of n corresponds to taking n steps around
the complex unit circle with an angle of ω. Using this as a discount rate, we get the following return for some angle ω:

Gωt =
T−t−1∑

k=0

e−iωkAkRt+k+1 (6)

Complex discount rates weight a discounted reward sequence (with discount rate A) with two sinusoids, one along the
real axis and one along the imaginary axis. This checks the cross correlation between a reward sequence and a sinusoid
oscillating with a frequency of ω rad

step over an exponentially decaying window determined by A, allowing a TD learning
agent to identify periodicity in the reward sequence at specified frequencies online and incrementally. While discounting
by the magnitude A can distort the reward sequence, it primarily affects low frequencies which are unable to complete
an oscillation within a discount rate’s effective horizon.

Weighting the reward sequence with exponentiated complex numbers is equivalent to performing the Discrete Fourier
Transform (DFT) from digital signal processing literature [2]. The DFT corresponds to the discrete form of the coefficients
of a Fourier series, and thus each complex number encodes the amplitude and phase of a particular sinusoidal component
of a sequence. Specifically, the normalized magnitude, |Gωt |/N , corresponds to the amplitude, and the angle between the
imaginary and real components, ∠Gωt , gives the phase. The DFT is also an invertible, linear transformation [2]. Knowing
the sequence length, and the sampling frequency (denoted fs), one can invert the transform through a sum of sinusoids:

xn =

N−1∑

k=0

|Xk|
N

cos

(
2π

k

N
fsn+ ∠Xk

)
(7)

The learned approximate values of a TD agent represents the DFT of the return from a given state onward, and allows
for identification of the signal’s frequency information. However, the expected length of the sequence is typically not
known by the agent, resulting in unnormalized amplitude information.

4 Experiments

In this section, we detail several experiments involving TD learning agents using complex-valued discounting.

4.1 Checkered Grid World

The checkered grid world environment is a 5 × 5 grid world with two terminal states on opposite corners. It has deter-
ministic 4-directional movement, and moving into a wall keeps the agent in place. The agent starts in the center, and
the board is colored with a checkered pattern which represents the reward distribution. One color represents a reward
of 1 upon entry, and a reward of -1 for the other. Reaching a terminal state ends the episode with a reward of 11. Given
that complex discounting computes the DFT, we would like to see whether an agent using complex discount rates can
identify the structure of the reward distribution. We would also like to assess how well the expected reward sequence
can be reconstructed through Equation 7, with knowledge of the expected sequence length.

This environment was treated as an on-policy policy evaluation task with no discounting (|γ| = 1). The agent behaved
under an equiprobable-random behavior policy, and learned value functions corresponding to 114 equally spaced fre-
quencies in the range ω ∈ [0, 2π). Expected Sarsa [13] was used, and state-values were computed from the action-values.

We performed 100 runs, and the value of the starting state, represented by the complex number’s magnitude and phase
information, was plotted for each frequency after the 250th episode. The resulting learned DFT of the starting state can be

2

Paper # 238 110



seen in Figure 1. Of note, the frequencies are relative to the agent’s sampling frequency, with ω = 2π being 1 sample per
step. In the learned DFT, the magnitude of the value at ω = 0 gives what a standard TD agent with γ = e−i0 = 1 would
have learned. There is a relatively large magnitude at half the agent’s sampling frequency, meaning the agent has large
confidence in the existence of an oscillation at a rate of half a cycle per time step. This corresponds to the environment’s
rewards alternating between 1 and -1, as this pattern takes two time steps to complete a cycle.

Next, we reconstructed the expected reward sequence. Knowing the expected episode length, we use the learned values
of 38 equally spaced frequencies in [0, 2π), and evaluated Equation 7 for 38 steps. The reconstruction can be seen in Figure
2. Qualitatively, the reconstructed sequence captures several aspects of the structure of the return. The oscillations in the
sequence have a period of 2, and begin with an approximate amplitude of 1. It has a positive mean from the positive
reward upon termination, and its sum gives the correct standard undiscounted return. Of note, the sequence appears to
decay, and doesn’t end with a reward of 11. This is because when the agent bumps a wall, the periodic pattern shifts.
The earliest this can occur is in 3 steps, approximately where the exponential decay begins in the reconstruction.

4.2 Wavy Ring World

To assess the idea in a continuing setting with function approximation, we designed the wavy ring world environment.
This environment has 20 states arranged in a ring. The agent starts in state 0 and traverses the states in a fixed direction.
Binary feature vectors to be used with linear function approximation were produced with tile coding [9]. Specifically, we
used 6 overlapping tilings and each tile spanned 1/3-rd of the 20 states. The reward for leaving a state s ∈ {0, 1, 2, ..., 19},
R(s), consisted of the sum of four state-dependent, unit-amplitude sinusoids with periods of 2, 4, 5, and 10 states.

A TD agent learned complex-valued weights for each of 64 equally spaced frequencies in the range ω ∈ [0, 2π), and
the magnitude of each discount rate was |γ| = 0.9. We extracted the state values from the learned weights, and the
resulting DFT of the return from state 0 can be seen in Figure 1. In the learned DFT, we can see that it still has relatively
large peaks at various frequencies in the magnitude plot. Looking at the frequencies at which these peaks occur, they
correspond to the frequencies of the reward function R(s). One might be concerned that the peaks are not equal, because
the reward signal’s sinusoids have identical amplitudes. However, discounting distorts the signal, and the analytic DFT
has matching, unequal peaks. To illustrate this, we evaluate Equation 7 to invert the learned DFT (knowing the reward
signal’s period), and un-discount the sequence. The reconstructed reward sequence from state 0 can be seen in Figure 2.

(a) Checkered grid world results (b) Wavy ring world results

Figure 1: Learned DFTs for each environment. Note that they are symmetric about half of the sampling frequency. This
frequency is referred to as the Nyquist frequency [2], which, due to aliasing, is the largest detectable frequency.

5 Discussion and Conclusions

In our experiments, we showed that a TD agent using complex discount rates can identify periodic patterns in the return.
This is due to complex discount rates allowing for incremental estimation of the return’s DFT. We also showcased a way
of inverting the DFT, with knowledge of the sequence length, allowing for reconstructing the expected reward sequence.

We focused on a case where periodicity exists in the environment. This may have implications for problems with sound
or image data, as the DFT is typically used as a post-processing tool in those applications. In general, this approach
identifies policy-contingent frequency information. An agent behaving under a policy which led it in circles would induce
similar alternating patterns in the reward sequence. For example, using a robot’s joint position as a time step’s reward,
robot locomotion would induce periodicity in the reward signal. Awareness of periodicity may have implications in the
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(a) Checkered grid world reward sequence reconstruc-
tion

(b) Wavy ring world reward sequence reconstruction

Figure 2: Reward sequence reconstructions for both environments from inverting the learned DFT.

options framework [12], as it may offer insight regarding where an option should terminate. It may also have use in
exploration, where if state features are used as rewards, an agent avoiding periodicity may seek out novel states.

Beyond identifying periodicity, being able to roughly reconstruct the expected reward sequence, an agent might be able
to base decisions on properties like reward sparsity, or noise in the reward. Reconstructing the sequence can be seen as
recovering information lost from computing the sum of the rewards, which is different but comparable to distributional
reinforcement learning [1, 3] which recovers information lost from computing the sum’s expectation.

Prior work used a Fourier basis as a state representation in reinforcement learning [5], that complex discounting may
allow for incremental estimation of a similar representation. Also, in the deep reinforcement learning setting, learning
about many frequencies in parallel may have the representation learning benefit of predicting auxiliary tasks [4].
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Abstract

In sequential decision making problems, Robust Markov Decision Processes (RMDPs) intend to ensure robustness with
respect to changing or adversarial system behavior. In this framework, transitions are modeled as arbitrary elements of a
known and properly structured uncertainty set and a robust optimal policy can be derived under the worst-case scenario.
However, in practice, the uncertainty set is unknown and must be constructed based on available data. Most existing
approaches to robust reinforcement learning (RL) build the uncertainty set upon a fixed batch of data before solving the
resulting planning problem. Since the agent does not change its uncertainty set despite new observations, it may be overly
conservative by not taking advantage of more favorable scenarios. Another drawback of these approaches is that building
the uncertainty set is computationally inefficient, which prevents scaling up online learning of robust policies. In this study,
we address the issue of learning in RMDPs using a Bayesian approach. We introduce the Uncertainty Robust Bellman
Equation (URBE) which encourages exploration for adapting the uncertainty set to new observations while preserving
robustness. We propose a URBE-based algorithm, DQN-URBE, that scales this method to higher dimensional domains.
Our experiments show that the derived URBE-based strategy leads to a better trade-off between less conservative solutions
and robustness in the presence of model misspecification. In addition, we show that the DQN-URBE algorithm can adapt
significantly faster to changing dynamics online compared to existing robust techniques with fixed uncertainty sets.

Keywords: Robust Markov Decision Processes, Online Learning, Deep Rein-
forcement Learning, Deep Q-Network
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1 Introduction

Markov Decisions Processes (MDPs) are used for solving sequential decision making problems with varying degrees of
uncertainty. Two types of uncertainty can be encountered: the internal uncertainty due to the stochasticity of the system
and the uncertainty in the transition and reward parameters [13]. In order to mitigate the second type of uncertainty,
the Robust-MDP (RMDP) framework considers the unknown parameters to be a member of a known uncertainty set
[14, 7, 21]. An optimal solution to the robust RL problem then corresponds to the strategy that maximizes the worst-case
performance and it can be derived using dynamic programming [7, 19]. However, planning in RMDPs can lead to overly
conservative solutions. This is due to two main reasons. Firstly, the uncertainty set has to be rectangular in order for the
problem to be computationally tractable, which means that it must be structured as independent sets of MDP models for
each state [21]. Attempts to circumvent rectangular sets in RMDPs include the works [11, 12, 20, 6]. Secondly, the difficulty
of constructing uncertainty sets can result in too large sets and consequently lead to overly-pessimistic strategies [18].

In this work, we introduce a Bayesian framework for robust RL and address the first Bayesian algorithm that (1) accounts
for changing dynamics online (2) tackles conservativeness thanks to a variance bonus that detects changes in the level of
adversity. This variance is proven to satisfy an Uncertainty Robust Bellman Equation (URBE), that is estimated using
dynamic programming. Besides being scalable to complex domains, our approach leads to less conservative results than
existing planning methods for RMDPs while ensuring robustness to model misspecification. Our specific contributions are:
(1) An Uncertainty Robust Bellman Equation (URBE) that encourages robust exploration and prevents overly conservative
solutions. It also adapts the uncertainty set online to new observations allowing the agent to deal with sudden changes to
the underlying environment dynamics.; (2) A scalable algorithm, DQN-URBE, that utilizes URBE to learn less conservative
solutions that are still robust to model misspecification; (3) Experimental evidence in three domains illustrating an
improved trade-off between overly, conservative robust behaviour and less, conservative, improved performance for the
resulting DQN-URBE policy.

Related Work Proposals for learning an uncertainty set in a data-driven manner have rarely been addressed in RL
literature. Russel & Petrik [18] designed a robustification procedure that enlarges an initially trivial uncertainty set in a
safe manner. Although it leads to tighter uncertainty sets, their algorithm proceeds offline with a fixed batch of data and is
not scalable due to its high computational complexity. Previous work [8, 9] has used the “optimism in face of uncertainty”
principle to detect adversarial state-action pairs online and compute an optimistic minimax policy accordingly. Although
these methods have been proven to be statistically efficient, they require an exhaustive computation for each state-action
pair. This leads to solutions that are intractable for all but small problems. Previous work [16] has stressed the advantages
of posterior sampling methods over existing algorithms driven by optimism. However, most of the existing work on
posterior sampling methods studied finite tabular MDPs. The Uncertainty Bellman Equation (UBE) work [15] addressed
this shortcoming and proposed an online algorithm that scales naturally to large domains. Their method learns the
posterior variance of the value for guiding exploration when the true dynamics of the MDP are unknown. Yet, their
approach does not deal with adversarial transitions.

2 Problem Formulation

We consider an RMDP 〈S,A, r,P〉 of finite state and action spaces, where each episode has finite horizon length H ∈ N.
At step h, an agent is in state sh, selects an action ah according to a stochastic policy πh : S × A → ∆A that maps each
state to a probability distribution over the action space, ∆A denoting the set of distributions over A. The agent then gets
a deterministic reward rh and transitions to state sh+1 according to an arbitrary transition psh,ah ∈ Psh,ah ⊆ ∆S . This
induces a rectangular structure on the uncertainty set, which is formally defined in the following.
Definition 2.1 (Rectangularity). Given an RMDP 〈S,A, r,P〉, the uncertainty set P is said to be (s, a)-rectangular if P :=⊗

s∈S,a∈A Ps,a , where Ps,a are subsets of the probability simplex ∆S .

The robust Q-value at step h, state s, action a and under policy π := (π1, · · · , πH) is the expected total re-
turn under the worst-case scenario resulting from taking action a at s and following policy π thereafter: Qhsa :=

infp∈P E
[∑H

l=h r
l | sh = s, ah = a, π, p

]
. When it is clear from the context, we suppress the dependence on π for no-

tational convenience. A robust optimal policy is derived by maximizing the expected total worst-case return: J(π) :=

infp∈P Eπ,p
[∑H

h=1 r
h
]
. Assuming a rectangular structure onP , the robust Bellman operator T h for policy π at step h relates

the robust value at h to the robust value at following steps [7, 14]: T hQh+1
sa = rhsa + infp∈P

∑
s′∈S,a′∈A π

h
s′a′p

h
sas′Q

h+1
s′a′ .

3 The Uncertainty Robust Bellman Equation

Posterior uncertainty sets Define φp as a prior distribution according to which state transitions are generated. Assume
furthermore that φp is a product of |S| · |A| independent Dirichlet priors on each distribution psa over next states, that
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is φp =
∏
s,a φsa, where φsa is Dirichlet. Given an observation history H = 〈(s1, a1), (s2, a2), . . . , (sh, ah)〉 ∈ (S × A)h

induced by a policy π and a confidence level ψsa ∈ R+ for each state-action pair, we can construct a subset of transition
probabilities: P̂hsa(ψsa) = {psa ∈ ∆S : ‖psa − p̄sa‖1 ≤ ψsa}where p̄sa is the nominal transition given by p̄sa = E[psa | H].
This construction forms a rectangular uncertainty set P̂h(ψ) :=

⊗
s,a P̂hsa(ψsa). We call it a posterior uncertainty set and will

omit the dependence in ψ for ease of notation.

Posterior over robust Q-values The simulation proceeds as follows: at each episode t, we sample a transition matrix
according to φp. For a fixed policy π, we collect observation history. We then construct a posterior uncertainty set based on
observed data. A posterior over robust Q-values can then be obtained via Q̂hsa = rhsa + infp∈P̂h

sa

∑
s′,a′ π

h
s′a′psas′Q̂

h+1
s′a′ , with

Q̂H+1
sa = 0. A worst-case transition at step h is then defined as

p̂hsa ∈ arg inf
p∈P̂h

sa

∑

s′,a′

πhs′a′psas′Q̂
h+1
s′a′ (1)

Posterior variance of robust Q-values For the regular MDP setting, O’Donogue et al. [15] showed that the conditional
variance of posterior Q-values can be bounded by a quantity that satisfies a Bellman recursion formula. In Bayesian
robust RL, a similar upper bound can be derived, as stated below. We first introduce our notation as well as common
assumptions:
Notation 3.1. Define Ft as a minimal sigma-algebra that contains all of the available information up to episode t. Denote by Et[X]

the expectation of random variable X conditioned on Ft. Similarly, the conditional variance is vartX := Et
[
(X − Et[X])

2
]
.

Assumption 3.1. For any episode, the graph resulting from a worst-case transition model is directed and acyclic. Furthermore, for
all (s, a) ∈ S ×A, the rewards are bounded: −Rmax ≤ rsa ≤ Rmax. It follows that for all s, a and h: | Qhsa |≤ HRmax =: Qmax.
Theorem 3.1 (Solution of URBE). For any worst-case transition p̂ as defined in equation (1) and any policy π, under Assumption 3.1,
there exists a unique mapping w that satisfies the uncertainty robust Bellman equation: whsa = νhsa+

∑
s′∈S,a′∈A π

h
s′a′Et(p̂hsas′)w

h+1
s′a′ ,

for all (s, a) ∈ S ×A and h = 1, · · · , H where wH+1 = 0 and νhsa := Q2
max

∑
s′∈S

vartp̂
h
sas′

Etp̂hsas′
. Furthermore, w ≥ vartQ̂.

To prove this result, we first bound the posterior variance of the robust Q-value. Existence and uniqueness of URBE is
then established using robust dynamic programming (Exercise 1.5 in [2]).

A classical difficulty in Bayesian approaches is to compute the posterior distribution. The Bayesian central limit theorem
(Result 8 in [1]) ensures that under smoothness assumptions on prior and likelihood functions, the posterior distribution
converges to a Gaussian as the size of the data set increases. We thus approximate the posterior over robust Q-values as
N (Q̄,diag(w)), where w is the solution to URBE and Q̄ is the unique solution to Q̄hsa = rhsa +

∑
s′,a′ π

h
s′a′Et(p̂sas′)hQ̄

h+1
s′a′

for h = 1, · · · , H and Q̄H+1 = 0, with p̂hsa ∈ arg infp∈P̂h
sa

∑
s′,a′ π

h
s′a′psas′Q̄

h+1
s′a′ .

Theorem 3.1 reveals another quantity ν that only depends on local state and action pairs. We call it the robust local
uncertainty. Similarly to the non-robust setup, the robust local uncertainty can be modeled as a positive constant divided
by the visit counts nhsa := (nhsas′)s′∈S at step h, up to episode t. In the case of linear approximation for the Q-value
estimate, O’Donogue et al. introduced an estimate for the visit counts [15]. Likewise, defining Q̂hsa := φTs θa with
φ : S → Rd designating state features and θa being weights parameters that need to be learned (one for each action),
we have (n̂hsa)−1 = φTs (ΦTaΦa)−1φs, where Φa is the matrix of φs-s stacked row-wise with action a being taken at s. We
can then estimate the robust local uncertainty as ν̂hsa = β2φTs (ΦTaΦa)−1φs [15]. As it receives a new sample φ, the agent
needs to update the matrix Σa := (ΦTaΦa)−1 by affecting to it the following Sherman-Morrison-Woodbury formula [5]:
Σ+
a := Σa − (Σaφφ

TΣa)/(1 + φTΣaφ). The neural network representation proceeds similarly, provided that we treat all
layers as feature extractors and finally apply a linear activation function. In that case, we still have Q̂hsa = φTs θa, where φs
is the output network up to last layer for state s and θa are the parameters of the last layer for action a. We will use this
technique in Algorithm 1.

4 DQN-URBE Algorithm

The robust Bellman equation utilizes a robust TD-error as a loss criterion for learning a minimax policy [17]. The robust
TD error to be minimized is defined as: δh := r(sh, ah) + γ infp∈P

∑
s′∈S p(s

h, ah, s′) maxa′∈AQ(s′, a′)−Q(sh, ah), where
the uncertainty set is fixed. This method has been shown to lead to robust yet overly conservative behavior [10, 3].

In order to generate a less conservative solution, we present our DQN-URBE algorithm (Algorithm 1). Since finding a
solution to URBE requires solving a robust optimization problem at each episode, it is computationally costly and not
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scalable. We avoid this problem by keeping the uncertainty set fixed and finite, and add the robust local uncertainty as
an exploration bonus. In practice, DQN-URBE consists of a neural network architecture that has two output heads: one
attempts to learn the optimal robust Q-function of a fixed uncertainty set via the robust-DQN subroutine as described in
[10]; the other attempts to estimate the robust uncertainty for the robust Q-function, as mentioned in Section 3. We added
stop-gradients to prevent the posterior variance from affecting the robust Q-network parameters and vice-versa.

Algorithm 1 DQN - URBE
Input: Neural network for robust Q and w estimates; Robust DQN subroutine robustDQN; Hyperparameter β > 0
Initialize: Σa = µ · I for a ∈ Awith µ > 0; Initial state and action (s, a) ∈ S ×A
for t = 1, · · · do

for h = 2 to H + 1 do
Retrieve φ(s) from robust Q-network
Observe s′ and receive reward r
Compute Q̂hs′b and whs′b for all action b
Sample ζb ∼ N (0, 1) for all b and compute:

a′ = arg max
b

(
Q̂hs′b + βζb

√
whs′b

)
and y =

{
φ(s)TΣaφ(s) if h = H + 1
φ(s)TΣaφ(s) + γ2whs′a′ otherwise

Take gradient step on w w.r.t. loss (y − wh−1sa )2

Update robust Q-values using robustDQN

Update Σa according to the Sherman-Morrison-Woodbury formula: Σ+
a := Σa − (Σaφφ

TΣa)/(1 + φTΣaφ).
Take action a′
s← s′, a← a′

end for
end for

(a) (b) (c)

Figure 1: (a) Mar’s Rover domain - 10x10 grid. (b) Cartpole: Testing rewards for DQN-URBE (c) Cartpole: Training score
after changing the pole length. DQN-URBE is less conservative than robust DQN while it ensures robustness to changing
dynamics

5 Experiments

We first checked the evolving performance of DQN-URBE across changing dynamics and executed it on a 10× 10 grid-
world domain. The agent starts at a random state from the top left of the grid and is required to travel to the goal located
in the bottom right corner in order to get a high reward Rsuccess. On each step, the agent can either be brought back to a
terminating state with probability p and get a negative reward Rfail if it chose to move towards the goal. Otherwise, it
moves into the chosen direction and receives a small negative reward Rstep. DQN-UBE [15] and robust DQN [4] have
been used as baselines. After training these three agents on a nominal probability of p = 0.005, we tested their robustness
against model mispecification. Figure 1(a) shows that the robust agent is overly conservative since it keeps moving
backwards, while the UBE agent’s performance drops down under model mispecification as opposed to the URBE agent
which takes adversarial transitions into account. We then tested DQN-URBE on Cartpole after a training of 4000 episodes,
with 200 steps for each. Figure 1(b) shows that DQN-UBE is very sensitive to changing dynamics although it performs well
on the nominal model. Robust DQN is too conservative despite its stability along different pole lengths. DQN-URBE leads
to a strategy that performs well under the nominal model and is more stable than UBE under model mispecification. It
also leads to a performance that is comparable to robust DQN when the pole length is high. In order to test the exploration
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capacity of the robust agents, we also compared the sensitivity of robust DQN with DQN-URBE to changing dynamics
during training. In practice, we waited for both agents to converge before changing the nominal length from 1 to 0.5.
Figure 1(c) shows the training score after convergence of both agents. that URBE recovers faster than robust DQN besides
reaching maximal reward.

6 Discussion

We presented a Bayesian approach to learning less conservative solutions when solving Robust MDPs. This is achieved
using the Uncertainty Robust Bellman Equation (URBE), our adaptation of the UBE equation, which encourages safe
exploration and implicitly modifies the uncertainty set online using new observations. We scale this approach to higher
dimensional domain using the DQN-URBE algorithm and show the ability of the agent to learn less conservative solutions
in a toy MDP, a Mar’s rover domain and Open AI gym’s Cartpole domain. Finally, we show the ability of the agent
to adapt to changing dynamics significantly faster than a robust DQN agent during training. Our approach shed light
on the advantages of adding a variance bonus to robust Q-learning for encouraging safe exploration in lowering the
conservativeness of robust strategies. Further work should analyze the asymptotic behavior of our URBE-based method
as well as the impact of the size of the posterior uncertainty set on the posterior variance of robust Q-values.
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Abstract

Robust reinforcement learning aims to derive an optimal behavior that accounts for model uncertainty in dynamical
systems. However, previous studies have shown that by considering the worst-case scenario, robust policies can be
overly conservative. Our soft-robust (SR) framework is an attempt to overcome this issue. In this paper, we present
a novel Soft-Robust Actor-Critic algorithm (SR-AC). It learns an optimal policy with respect to a distribution over an
uncertainty set and stays robust to model uncertainty but avoids the conservativeness of traditional robust strategies.
We show the convergence of SR-AC and test the efficiency of our approach on different domains by comparing it against
regular learning methods and their robust formulations.
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1 Introduction

Markov Decision Processes (MDPs) are commonly used to model sequential decision making in stochastic environments.
A strategy that maximizes the expected accumulated reward is considered optimal and can be learned from sampling.
However, besides the uncertainty that results from stochasticity of the environment, model parameters are often esti-
mated from noisy data or can change during testing [11, 15]. This second type of uncertainty can significantly degrade
the performance of model compared with the optimal strategy.

Robust MDPs were proposed to address this problem [6, 14, 18]. In this framework, a transition model is assumed to
belong to a known uncertainty set and an optimal strategy is learned under the worst parameter realizations. Although
the robust approach is computationally efficient when the uncertainty set is state-wise independent, compact and convex,
it can lead to overly conservative results [19, 20, 9, 10].

For example, consider a business scenario where an agent’s goal is to make as much money as possible. It can either
create a startup which may make a fortune but may also result in bankruptcy. Alternatively, it can choose to live off
school teaching and have almost no risk but low reward. By choosing the teaching strategy, the agent may be overly
conservative and not account for opportunities to invest in his own promising projects. Our claim is that one could relax
this conservativeness and construct a softer behavior that interpolates between being aggressive and robust. Ideally, the
soft-robust agent should stay agnostic to unknown parameters that may affect the agent’s income such as risky projects
or low risk salary, but still be able to take advantage of the startup experience.

In this work, we focus on learning a soft-robust policy (SR policy) by incorporating soft-robustness into an online actor-
critic algorithm and show its convergence properties. Our specific contributions are: (1) A SR derivation of the objective
function for policy-gradient; (2) A SR-AC algorithm that uses stochastic approximation to learn a variant of distribu-
tionally robust policy in an online manner; (3) Convergence proofs of SR-AC; (4) An experiment with our framework in
different domains that shows the efficiency of SR behaviors in a continuous action space as well. We refer the reader to
[4] for an extended version of our work with theoretical proofs.

2 Background

In this section, we introduce the background material related to our SR approach.

Robust MDP A robust MDP is a tuple 〈X ,A, r,P〉 where X and A are finite state and action spaces respectively, r :
X × A → R is a deterministic and bounded reward function and P is a set of transition matrices. We assume that P
is structured as a cartesian product

⊗
x∈X Px, which is known as the rectangularity assumption [14]. For x, y ∈ X and

a ∈ A, denote by p(x, a, y) the probability of getting from state x to state y given action a. At timestep t, the agent is in
state xt and chooses an action at according to a stochastic policy π : X → M(A) that maps each state to a probability
distribution over the action space, M(A) denoting the set of distributions over A. It then gets a reward rt+1 and is
brought to state xt+1 with probability p(xt, at, xt+1).

Policy-Gradient Methods A policy π is parameterized and estimated by optimizing an objective function using stochas-
tic gradient descent [17]. Actor-critic methods attempt to reduce the variance of policy-gradient by using a critic that
estimates the value function and helps evaluating the policy [5, 1]. The actor then uses this signal to update policy
parameters in the gradient direction of the objective function [7, 2].

Deep Reinforcement Learning Algorithms In DQN [12, 13], a neural network approximates the Q-function. The agent is
then trained by optimizing the induced TD loss function thanks to stochastic gradient descent. Since DQN acts greedily
at each iteration, it can only handle small action spaces. Deep Deterministic Policy-Gradient (DDPG) is an off-policy
algorithm that can learn behaviors in continuous action spaces [8]. It is based on an actor-critic architecture that follows
the same baseline as DQN. The critic estimates the current Q-value of the actor using a TD-error while the actor is
updated according to the critic. This update is based on the chain rule principle which establishes equivalence between
the stochastic and the deterministic policy gradient [16].

3 Soft-Robust Policy-Gradient

Unlike robust MDPs that maximize the worst-case performance, we fix a prior on how transition models are distributed
over the uncertainty set. A distribution over P is defined as a product measure ω :=

⊗
x∈X ωx [19, 20]. This defines a

probability distribution ωx over Px independently for each state. Intuitively, ω can be thought as the way the adversary
distributes over different transition models. The product structure then means that this adversarial distribution only
depends on the current state without taking its whole trajectory into account.

We call SR average reward the SR objective J̄(π) := Ep∼ω [Jp(π)], where Jp(π) is the average reward under transition
p, i.e. Jp(π) = limT→+∞ Ep[ 1T

∑T−1
t=0 rt+1 | π]. The SR differential reward is given by Q̄π(x, a) := Ep∼ω[Qπp (x, a)] where
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Qπp (x, a) := Ep[
∑+∞
t=0 rt+1 − Jp(π)|x0 = x, a0 = a, π]. Similarly, the SR value function is V̄ π(x) :=

∑
a∈A π(x, a)Q̄π(x, a) =

Ep∼ω
[
V πp (x)

]
.

Define dπp as the stationary distribution of the Markov chain that results from following policy π under transition model
p ∈ P . We can show that the above objective J̄(π) can be written as an expectation of the reward over a stationary
distribution. Indeed, define the average transition model as p̄ := Ep∼ω[p]. Under proper assumptions, it admits a unique
stationary law, which will be denoted by d̄π [4].

The goal is now to learn a policy that maximizes the SR average reward J̄ . We use a policy-gradient method and consider
a class of parameterized stochastic policies πθ with θ ∈ Rd1 . We will estimate the gradient of the SR objective with respect
to θ in order to update the SR policy. The optimal set of parameters thus obtained is denoted by θ∗ := arg maxθ J̄(πθ).
Using the same method as in [17], we can use previous results to derive the gradient of the SR average reward. In order
to cope with large state spaces, we can also use a linear approximation fw(x, a) := wTψxa in place of Q̄π and still point
roughly in the direction of the true gradient, as stated below.

Theorem 3.1 (SR Policy-Gradient with Function Approximation). Let fw : X ×A → R be a linear approximator of Q̄π . If fw
minimizes the mean squared error Eπ(w) :=

∑
x∈X d̄

π(x)
∑
a∈A π(x, a)[Q̄π(x, a) − fw(x, a)]2 and is compatible in a sense that

∇wfw(x, a) = ∇θ log π(x, a), then∇θJ̄(π) =
∑
x∈X d̄

π(x)
∑
a∈A∇θπ(x, a)fw(x, a).

4 Soft-Robust Actor-Critic Algorithm

Our SR-AC algorithm is described in Algorithm 1. An uncertainty set P and a nominal model without uncertainty are
provided as inputs. The nominal model is fixed during training. A distribution ω over P is also provided. The step-
size sequences (αt, βt, ξt; t ≥ 0) are non-negative numbers properly chosen by the user. At each iteration, samples are
generated using the nominal model and the current policy. These are utilized to update the SR average reward (Line
5) and the critic (Line 7) based on an estimate of an SR TD-error. We then exploit the critic to improve our policy by
updating policy parameters in the direction of a gradient estimate for the SR objective (Line 8). This process is repeated
until convergence which is insured according to the following.
Theorem 4.1. Under all the previous assumptions, given ε > 0, there exists δ > 0 such that for a parameter vector θt, t ≥ 0
obtained using the algorithm, if supπt

‖eπt‖ < δ, then the SR-AC algorithm converges almost surely to an ε-neighborhood of a local
maximum of J̄ .

5 Numerical Experiments

s0

f1 s1

f2

s2

f3

s3

a1,−105 a1, 105

a2, 0

a2, 2000

a3,−100

a3, 5000

Figure 1: Single-step MDP

We demonstrate the performance of soft-robustness on various domains of finite
as well as continuous state and action spaces. We used the existing structure of
OpenAI Gym environments to run our experiments [3].

Single-step MDP We consider a simplified formulation of the startup vs teaching
dilemma described in Section 1. In Figure 1, failing states are denoted by fi and
successful ones are denoted by si. The agent is brought back to s0 once it has
reached one of these.

Continuous domains We ran DQN experiments on Cart-Pole, which has a con-
tinuous state space and a set of two possible actions. We then ran DDPG algo-
rithms on the inverted pendulum problem, a continuous state domain in which
the agent’s possible actions belong to a continuous interval [−a, a].

5.1 Learning Algorithms

For each experiment, we generate an uncertainty set P before training. An SR
update for the actor is applied by taking the optimal action with respect to the average transition function. We trained
the agent on the nominal model in each experiment. In practice, the nominal model is chosen such that a traditional agent
attains good performance with a baseline algorithm. The SR agent was learned using SR-AC in the single-step MDP. In
Cart-Pole, we run an SR-version of a DQN algorithm. The SR agent in Pendulum was trained using an SR-DDPG.

Figure 2(a) compares the performance of the optimal SR behavior with optimal aggressive and robust policies on the
single-step MDP. The three agents are tested against different transition models. As the probability of success gets low,
the performance of the aggressive agent drops down below the robust and the SR agents, although it performs best
when the probability of success gets close to 1. The robust agent stays stable independently of the parameters but
underperforms SR agent which presents the best balance between high reward and low risk.
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Algorithm 1 SR-AC
1: Input: P - An uncertainty set; p̂ ∈ P - A nominal model; ω - A distribution over P ; fx - A feature extractor for the SR

value function;
2: Initialize: θ = θ0 - An arbitrary policy parameter; v = v0 - An arbitrary set of value function parameters; α0, β0, ξ0 -

Initial learning-rates; x0 - Initial state
3: repeat
4: Act under at ∼ πθt(xt, at)

Observe next state xt+1 and reward rt+1

5: SR Average Reward Update:
Ĵt+1 = (1− ξt)Ĵt + ξtrt+1

6: SR TD-Error:
δt = rt+1 − Ĵt+1 +

∑
x′∈X p̄(xt, at, x

′)V̂x′ − V̂xt

7: Critic Update: vt+1 = vt + αtδtϕxt

8: Actor Update: θt+1 = θt + βtδtψxtat
9: until convergence

10: Return: SR policy parameters θ and SR value-function parameters v

Similar results can be seen in Cartpole and Pendulum (Figures 2(b) and 2(c)) when testing the agents against different
pole lengths and pendulum masses respectively. The robust strategy solves the task in a sub-optimal fashion, but is less
affected by model misspecification due to its conservative strategy. The aggressive non-robust agent is more sensitive
to model misspecification compared to the other methods as can be seen by its sudden dip in performance, below even
that of the robust agent in Pendulum. The SR solution strikes a nice balance between being less sensitive to model
misspecification than the aggressive agent, and producing better performance compared to the robust solution.

(a) (b) (c)

Figure 2: (a) Single-step MDP: Average reward for AC, robust AC and SR-AC (b) Cartpole: Average reward for DQN,
robust DQN and SR-DQN (c) Pendulum: Max-200 episodes average performance for DDPG, robust DDPG and SR-DDPG

6 Discussion

We have presented the SR-AC framework that is able to learn policies which keep a balance between aggressive and ro-
bust behaviors. SR-AC requires a stationary distribution under the average transition model which ensures convergence.
This is the first work that has attempted to incorporate a soft form of robustness into an online actor-critic method. Our
approach has shown promising capability of its scalability to large domains because of its low computational price. The
chosen weighting over the uncertainty set can be thought as the way the adversary distributes over different transition
laws. In our current setting, this adversarial distribution stays constant without accounting for the rewards obtained
by the agent. Future work should address the problem of learning the sequential game induced by an evolving adver-
sarial distribution to derive an optimal SR policy. Other extensions of our work may also consider non-linear objective
functions such as higher order moments with respect to the adversarial distribution.
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Abstract

The development of cognitive abilities is tightly linked to developmental changes in the underlying neural substrate.
The current research assesses the relationship between learning and decision making in a volatile environment, and
age-related developments in cognition and brain maturation. 322 participants aged 7-18 and 25-30 were tested in several
learning and decision making tasks, one of which is the focus of this paper. This probabilistic switching task required par-
ticipants to select a correct action based on probabilistic feedback, whereby the correct action changed unpredictably. We
found that, out of all age groups, children aged 7-12 switched their behavior most rapidly, which was reflected in good
short-term, but sub-optimal long-term performance. Adolescents aged 13-18, on the other hand, showed the most per-
sistent choices of all age groups, reflected in suboptimal short-term but close-to-optimal long-term performance. Young
adults (25-30) showed intermediate behavior. We employed a reinforcement learning model to assess the underlying
mechanisms and found that the inverse-U shaped behavioral changes were captured by a model in which multiple in-
dividual parameters changed linearly with age. Specifically, decision noise decreased continuously into adulthood and
choice persistence increased continuously. The learning rate from negative feedback, on the other hand, had stabilized by
adolescence. These findings are in accordance with the sequential development of cortical and sub-cortical brain regions.
Future analyses will assess the role of pubertal hormones in behavioral strategies and computational models.

Keywords: development, reinforcement learning, decision making, cognitive
control, computational modeling, puberty, testosterone, brain de-
velopment
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1 Introduction

Learning and adjusting behaviors to new circumstances is crucial for successful behavior in volatile environments. The
current study assesses how this ability develops and relates to brain maturation. Changes in cognitive processing have
been associated with brain myelination (increases in white matter), starting before birth and progressing linearly until
around age 20 (Giedd et al., 1999). Brain development is also characterized by the formation and subsequent loss of
synapses and neurons (changes in grey matter), whereby different brain regions undergo this inverted-U process at
different rates. Grey matter maturation progresses from lower-level cortical areas (e.g., sensory and motor cortex, age
4-8) to higher-level ones (e.g., association cortex, young adulthood; Gogtay et al., 2004; Sowell et al., 2003). Subcortical
regions (e.g., basal ganglia) are still developing during late adolescence (Thompson et al., 2000; Dennison et al., 2013).

The maturation of higher-level cortical regions has been associated with increases in IQ (Sowell et al., 2003), and we
hypothesized that the maturation of subcortical regions–implicated in reinforcement learning and decision making (Niv,
2009)–was similarly linked to the development of specific cognitive capacities. To assess this hypothesis, we tested
participants aged 8-18 and 25-30 on several learning tasks spanning the dimensions of volatile / stable environments
and stochastic / deterministic feedback. Here, we focus on the volatile probabilistic task, in which participants learned
through trial and error which one of two stimuli was rewarding at any given moment. Once participants selected the
rewarding stimulus persistently, it changed, forcing participants to switch behavior. Probabilistic feedback precluded
absolute certainty as to which stimulus was the correct one.

Figure 1: Task design. Participants saw two boxes and were given up to 5 sec to choose one using a game controller. The
unchosen box disappeared upon selection, then the chosen box either opened to reveal a golden coin (reward), increasing
a coin counter, or was empty (no reward). Feedback was shown for 1 sec, then a 0.5 sec inter-trial interval (ITI) followed.

2 Methods

Participants We tested a sample of 233 participants in this study: 93 children (ages 8-12), 86 adolescents (ages 13-18),
and 54 adults (ages 25-30). All participants were recruited from the community, using protocols approved by the institu-
tional review board of the University of California, Berkeley. All participants were free of present or past psychological
and neurological disorders. Compensation consisted in 50$ for the 2-hour in-lab portion of the study, and additional 25$
for the completion of take-home saliva samples.

Experimental details All participants completed four computerized experimental tasks, three psychological question-
naires, and a saliva sample during their lab visit, which lasted from about 60 minutes for adults to 120 minutes for
children. The probabilistic switching task was the 4th task and consisted of 150 trials as exemplified in Fig. 1. On each
trial, participants selected between two boxes. One of the boxes was correct at any point in time (75% probability of
reward), whereas and the other one was incorrect (0% probability of reward). After participants had earned 7-15 rewards
for the same box, contingencies switched without notice, such that the previously incorrect box was suddenly correct.
Switches only occurred after rewarded trials and the first correct trial after a switch was always rewarded. Participants
underwent 2-9 switches during the 200 trials (mean = 7.26, sd = 1.02).

Behavioral analysis We specified regression models using the R package lme4. Mixed-effects models were created with
random-effects of subjects and gender (+(1|Subject) + (1|Gender)), or blocks (+(1|block)), depending on the model. Re-
action times (RTs), and testosterone levels were log-transformed to render their distribution normal. Predictor variables
were z-scored to facilitate model fitting.

RL model We modeled behavior in this task using a reinforcement learning algorithm (RL; Sutton and Barto, 2017).
Agents learned the value of choosing the left or right box. The value of a ∈ aleft, aright was updated based on the
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standard delta rule, Q(a) = Q(a) + α(r −Q(a)). Learning rates for positive (r = 1) and negative outcomes (r = 0) were
modeled independently: α ∈ αpos, αneg . Furthermore, the model allowed for counter-factual updating of non-selected
actions ans, as only one action was correct at any moment: Q(ans) = Q(ans) + c α(1− r −Qns), where 0 < c < 1.

Action probabilities p(a) were calculated using a softmax transform on action values with free parameter β, the decision
temperature or inverse noise. Importantly, instead of modeling choices between the left and right box, we modelled
choices between staying (repeating the previous trial’s choice) and switching (picking the other box). The value of
staying/switching was given by the value of the corresponding box. This allowed us to define the parameter d, the
undecision point. Action probabilities were calculated using p(a) = 1

exp(−β(d−0.5+Q(other)−Q(a)) . Thus, d indicates the
minimum value Q(astay) at which astay was selected with higher probability than aswitch. A value of d = 0.5 led to
selecting a random action in the case of equal-valued choices. d < 0.5, on the other hand, led to a preference for staying,
and d > 0.5 led to a preference for switching, in the case of equal values. We assessed simpler models with fewer
parameters, and used model comparison to identify the best model. The winning RL model had five free parameters:
αpos, αneg , c, β, and d.

Model fitting We fit the RL model in a Bayesian framework, i.e., estimating the full posterior probability distribu-
tions for all parameters θ given the human data d: p(θ|d) ∝ p(d|θ)p(θ). The Bayesian framework provided two main
advantages compared to, e.g., maximum likelihood fitting. First, posterior distributions included information about un-
certainty in parameter estimation. Second, the Bayesian approach facilitated hierarchical model fitting, allowing us to
test parameter differences between age groups within the model.

We employed Markov Chain Monte Carlo (MCMC) to approximate posterior distributions, using the no-U-turn (NUTS)
sampler provided by the python package PyMC3. We identified the winning model described above by fitting sev-
eral candidate models that differed in terms of included parameters, and selected the one with the best WAIC score.
The Bayesian model had the following structure. We modeled separate distributions for each age group (children, ado-
lescents, adults), from which individuals’ parameters were drawn, reflecting the notion that parameters might differ
between age groups. Parameters for the age groups were drawn from a common distribution, reflecting the fact that age
groups shared common priors. Individual parameters αpos, αneg , and c were sampled from Beta distributions; β was
sampled from Gamma distributions, and d was sampled from a Normal distribution. Age group distribution parameters
were drawn from Gamma distributions, whose parameters were sampled uniformly.

3 Results

3.1 Behavioral analyses

We first assessed the relationship between age and task performance in participants aged 7-18. A logistic regression
model predicting task accuracy (selecting the correct box independent of obtained feedback) from z-scored age revealed
a significant increase in accuracy with age, β = 0.12, z = 4.84, p < 0.001. Similarly, linear regression on log-transformed
RTs (correct trials only) revealed speeding of RTs with age, β = −0.18, t(183) = −8.53, p < 0.001.

We next aimed to shed light on the cognitive processes that underlay these improvements in task performance. We first
assessed switch trials, i.e., trials in which the previously rewarded box became the non-rewarded box. We found that
children aged 7-12 were more likely to change their behavior on the first trial after a switch than adolescents aged 13-18,
t(183) = 4.0, p < 0.001 (Fig. 2A). Rapid switching is the optimal behavior on switch trials, but rapid switching also
leads to mistakes on the long run because many unrewarded trials are not switch trials. Indeed, children showed worse
long-term performance (trials 3-7 after a switch) than adolescents, t(181) = −5.5, p < 0.001. Strikingly, adults showed
intermediate performance between children and adolescents for both short-term (trial 1) and long-term performance
(trials 3-7), highlighting the striking differences between childhood and adolescence (trial 1, adults compared to children:
t(113) = 2.22, p = 0.028; to adolescents: t(109) = −1.17, p = 0.25; trials 3-7, adults compared to children: t(108) =
−2.1, p = 0.035; to adolescents: t(107) = 2.4, p = 0.017).

We next assessed participants’ responses as a function of the two most recent actions and outcomes. When rewards were
followed by no reward (”reward, no reward”, Fig. 2B), the same inverse-u pattern with age arose as on the first trial after
a switch (Fig. 2A). In all other conditions, the percentage of staying increased with age, evident in significant effects of
age on staying in linear regression models (”both reward”: β = 0.27%, t(202) = 3.39, p < 0.001; ”no reward, reward”:
β = 0.51%, t(253) = 4.29, p < 0.001, ”both no reward”: β = 0.19%, t(258) = 1.34, p = 0.19).

Lastly, we assessed the short- and long-term effects of positive and negative feedback on behavior. We used logistic
regression to predict participants’ actions on trial t from actions and outcomes on trial t−i, with separate models for each
1 < i < 9 and each participant. The models predicted actions (right: 1; left: -1) from ”reward” (no reward: 0; reward-
right: 1; reward-left: -1) and ”noReward” (reward: 0; no-reward-right: 1; no-reward-left: -1). The models revealed
large effects of positive feedback for all age groups, showing that being rewarded increased participants’ probability of
reselecting the same action. This effect slowly diminished over time (Fig. 2C right). T-tests revealed age differences in
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that positive feedback had smaller effects on children than adolescents on trials t− 1 to t− 5, all ts < −2.14, ps < 0.033.
Negative feedback affected action selection in that participants were less likely to reselect actions that were not rewarded,
although these effects were much smaller than for positive feedback (Fig. 2C left). An interesting pattern emerged for
1-back negative feedback. Children exhibited a large negative effect, supporting the notion of fast switching in the
face of negative feedback. Adolescents’ effect of 1-back negative feedback, on the other hand, did not differ from 0,
t(85) = −1.33, p = 0.19, suggesting that adolescents were able to ignore single negative outcomes in the strategic pursuit
of rewards. The differences between children and adolescents was significant, t(148) = −3.37, p < 0.001, and adults
showed intermediate behavior.

Figure 2: Task performance. (A) Accuracy following switch trials. Children aged 7-12 switched fastest but reached
the worst long-term performance, whereas adolescents aged 13-18 switched slowest but achieved the best long-term
performance. (B) Effect of the two previous outcomes (x-axis) on staying behavior (i.e., repeating the same action).
In general, staying increased with age. The ”reward, no reward” condition replicated part A. (C) Results of a logistic
regression model predicting choice from several previous actions and outcomes (see main text). Negative feedback
(”noReward”) had small effects compared to positive feedback (”reward”). (D)-(E) Same analyses for the best-fit RL
model.

3.2 RL model

We next turned to our computational model to investigate potential mechanisms behind these differences. Simulations
based on the best-fitting RL model showed qualitatively similar–albeit quantitatively smaller–effects than in human
participants (see discussion; Fig. 2D-F). The model revealed that age groups did not differ in terms of learning rate
from positive feedback αpos or the parameter c for counter-factual learning (table 1). The softmax parameters β and d,
on the other hand, changed with age, such that decision noise decreased and undecision points shifted toward staying,
in accordance with the behavioral results (table 1). Children were more sensitive to negative rewards (αneg) than both
adolescents and adults, as suggested by the behavioral analyses.

Figure 3: Modeling results. Parameters of the RL model were fit in a hierarchical Bayesian framework. The figure shows
the posterior probabilities over parameter means for each age group.
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Table 1: Parameter differences based on age groups. p-values denote the percentage of MCMC samples in which the
parameter mean of one group was larger than in another. p-values p < 0.05 highlighted with stars.

p-values Children vs adolescents Children vs adults Adolescents vs adults
αpos 0.35 0.27 0.43
c 0.63 0.62 0.52

αneg 0.0046 * 0.029 * 0.80
β < 0.001 * < 0.001 * 0.0188 *
d 0.0042 * < 0.001 * 0.067 .

4 Discussion

We presented a computational model that captures non-linear behavioral differences between children, adolescents,
and adults in a probabilistic switching task, with the goal of shedding light on cognitive changes associated with age-
related brain maturation. Our RL model captured key aspects of human behavior, such as an inverse-U shape of 1-trial
switching, smaller effects of positive feedback in children than adolescents and adults, and larger effects of negative
feedback in children than adults, which was in turn larger than in adolescents. Albeit qualitatively similar, these effects
were quantitatively smaller than in humans and we will, in future work, explore a larger number of alternative models,
such as Bayesian inferences and the combination of RL with task-specific strategic components, to specifically capture
adolescents’ behavior better.

Children’s behavior was marked by rapid switches in response to negative feedback and worse long-term performance,
and was reflected in reduced learning rate from negative feedback and increased decision noise in the computational
model. Adolescents, on the other hand, showed a marked ability to overrule negative feedback for a single trial and
showed close-to-optimal long-term performance, reflected in smaller learning rates from negative feedback and a general
shift toward staying in the undecision point parameter. Interestingly, adult behavior—intermediate between children and
adolescents—was not associated with intermediate model parameters. Instead, parameters changed linearly with age.
Thereby, learning rate from negative feedback decreased from childhood to adolescence, but was constant thereafter,
consistent with an early maturation of basal ganglia regions. Decision noise and non-decision point, on the other hand,
continued changing into adulthood, consistent with the continued maturation of higher-level cortical regions.

Taken together, our results suggest that non-linear developmental changes can arise from linear changes in the underly-
ing computational and neural processes, highlighting the benefits of computational modeling for developmental cogni-
tive neuroscience. Our future work will explore these results in more depth, to explore potential effects of pubertal onset
and / or pubertal status. Neural development can be sensitive to hormonal changes and pubertal hormones and markers
have been linked to structural and functional reorganization in the brain (Blakemore, Burnett, and Dahl, 2010). We will
therefore investigate the relationship between pubertal hormones, task performance, and model parameters, hoping to
shed light on its underlying mechanisms.
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Abstract

A key technique to efficient exploration in reinforcement learning is the propagation of reward exploration bonus
throughout the state and action space. Adding reward bonuses however, makes the MDP non stationary and requires
resolving the MDP after every iteration which can be computationally intensive. Prioritized sweeping with small back-
ups can greatly reduce the computational complexity required for keeping the model and value functions up to date in
an online manner. We first propose to adapt exploration bonus techniques to the small backups algorithm in order to
achieve better computational efficiency while retaining the benefits of a model-based approach. We then argue for the
advantages of maintaining separate value functions for exploration and exploitation and propose different ways of using
the two, and also discuss the different properties we get by choosing different forms for the bonus beyond the popular
1√
n

. Finally we present a more general PAC-MDP sample complexity analysis for count-based exploration bonuses. The
result is a generalization of count-based exploration methods that can be combined with state tabulation to augment any
deep reinforcement learning method with a theoretically justified and efficient model-based approach to exploration.

Keywords: exploration bonus, reinforcement learning, MDP, prioritized
sweeping, PAC-MDP, sample complexity, model-based RL
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1 Introduction

The field of reinforcement learning has enjoyed great successes in the past few years, especially when combined with
deep learning techniques [1]. Exploration efficiency remains however a big challenge. Model-based techniques like
Model-Based Interval Estimation with Exploration Bonus (MBIE-EB) [2] are simple to implement, allow for deep explo-
ration [3] by efficient propagation of the count bonuses, and have theoretical sample complexity guarantees, but their
large computational complexity prohibits many interesting applications. Exploration bonus techniques have been re-
cently adapted to large scale problems with neural network function approximation [4, 5], but their use is mostly limited
to model-free algorithms which tend to have a higher sample complexity because they fail to propagate the reward bonus
fast enough to earlier states.

While targeting lower sample complexity with model-free techniques would be a good way to go, we choose to focus
on the other side of the problem: that of achieving better computational efficiency using model-based algorithms. One
particularly efficient model-based technique we focus on in this paper is Prioritized Sweeping with Small Backups[6].

2 Background

2.1 Reinforcement Learning

In this paper we use the general formalism of reinforcement learning based on Markov Decision Processes (MDPs), which
can be described as a tuple 〈S,A, P,R, γ〉 consisting of S, the set of all states; A, the set of all actions; P s

′
sa = Pr(s′|s, a),

the transition probability from state s ∈ S to state s′ when action a ∈ A is taken; Rsa = E[r|s, a], the expected reward
function when action a is taken in state s; and γ, the discount factor. The goal is to find a policy π? that maximizes the
total accumulated reward. An action value function that quantifies the quality of the policy can be defined as Qπ(s, a) =
E{∑∞t=0 γ

tR(st, at)|s0 = s, a0 = a, π} and a state value function as V π(s) = Qπ(s, π(s)). In a model-based setting, the
algorithm keeps track of an estimate of Rsa and P s

′
sa and finds the optimal value function (which can lead to an optimal

policy of the form π(s) = argmaxaQ(s, a)) using techniques such as value iteration.

2.2 Prioritized Sweeping with Small Backups (PSSB)

Prioritized sweeping [7] is an efficient way to approximate the value iteration algorithm by limiting the number of
backups performed per time step, and prioritizing the ones that are expected to cause large value changes. In [6] the
authors greatly improve the efficiency of prioritized sweeping by introducing a new backup method, the ”small backup”,
which uses only the current value of a single successor state and has a computation time independent of the number of
successor states. For such a backup to be equivalent to the normal full backup the following relation has to hold:

Q(s, a) = Rsa + γ
∑

s′

P s
′
saV (s′) (1)

This requires that after each observation of a sample (s, r, s′) the following update needs to be performed:

Nsa ← Nsa + 1; Ns′
sa ← Ns′

sa + 1

Q(s, a)← [Q(s, a)(Nsa − 1) +Rsa + γV (s′)]/Nsa (2)
Equation 2 implies that the Q-function computed by the algorithm is a running average of the reward plus expected next
state value (note that when V (s′) is updated later, the Q-function is also updated in the background by the small backups
mentioned previously). By using the fact that the true reward can be obtained as the limit of the average observed
reward, the PSSB algorithm is able to maintain the best estimate for the value function at every time step through small
incremental updates that can be efficiently performed.

2.3 Count-Based Exploration Bonus

Exploration is a fundamental part of reinforcement learning, the agent needs to find a good balance between taking the
actions that are so far most promising in terms of maximizing reward, and actions that it has a lot of uncertainty about
their outcome since these might still end up being more rewarding. To this end, most reinforcement learning algorithms
use action randomization techniques (e.g. ε-greedy) to give a non-zero probability to trying out new actions and achieve
good exploration in the limit. These techniques, however, may lead to inefficient behavior by sometimes taking actions
that the agent is certain are not optimal, and this is known as the problem of undirected exploration. Directed exploration
techniques on the other hand, favor actions that may still turn out to be optimal, such as actions that are not yet well
explored. Count-based exploration bonus methods achieve directed exploration by favoring less visited state-action
pairs through the addition of a reward bonus of the form 1

(Nsa)θ
, where Nsa is the number of times the agent took action
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a in state s, for all the visited state action pairs, and θ > 0 is a parameter that indicates how fast the bonus goes to 0. This
bonus can then be added to the regular reward for a total reward of Rs,a + β

(Nsa)θ
where β ≥ 0 is a factor that determines

that scale of the added bonus.

One way to measure the exploration efficiency is by measuring sample complexity. The sample complexity of an al-
gorithm A is the number of timesteps t such that the policy at time t is not ε-optimal from the current state (formally,
V At(st) ≥ V ?M (st) − ε). We say that A is PAC-MDP (Probably Approximately Correct in Markov Decision Processes) if,
for any ε and δ, the per-step computational complexity and the sample complexity ofA are less than some polynomial in
the relevant quantities (|S|, |A|, 1/ε, 1/δ, 1/(1 − γ)), with probability at least 1 - δ. Model Based Interval Estimation - Ex-
ploration Bonus (MBIE-EB) [2] is one such PAC-MDP algorithm which uses a particular form of count-based exploration
bonus.

3 Prioritized Sweeping with Small Backups - Exploration Bonus

In this section we show how we can adapt the PSSB algorithm to efficiently compute an estimate of the propagated
reward bonus.

3.1 Computing the Exploration Bonus

The goal is to compute a reward bonus in the form of 1
(Nsa)θ

. PSSB however, keeps track of a running average of the
reward incurred in each state-action pair, so simply adding the reward bonus to the regular reward would not work
because the resulting bonus would be an average of the received bonuses which is not what we want. In order to use the
same equations for computing the reward bonus we need to define a new exploration reward function which results in
the desired exploration bonus. We use the following reward function:

Resa = 1 if Nsa = 0 and
1

(Nsa + 1)θ−1
− 1

(Nsa)θ−1
otherwise,

which results in the average reward: Resa = 1
(Nsa)θ

. To implement it with PSSB, we simply need to maintain a separate
value function for exploration initialized to:

Qe(s, a) =
1

1− γe
= 1 + γe

1

1− γe
,

which verifies equation 1, and update it in the same way we update the normal value function using equation 2 and a
separate priority queue. In the next section we will discuss how to make use of this new value function for exploration.

4 Benefits of Maintaining Separate Value Functions for Exploration and Exploitation

Having a separate value function for exploration can have some advantages over adding the reward bonus directly to
the extrinsic reward as it enables different learning schemes for the two value functions (e.g. different discount factor,
episodic vs non-episodic updates...) and also allows for different ways of using the exploration value function apart from
the general case of linearly combining it with the normal value function (the latter resulting in a behavior equivalent to
adding the reward bonus directly to the extrinsic reward). The approaches discussed here can be more generally applied
to any algorithm that maintains a separate value function.

4.1 Pure exploration for training, and pure exploitation for testing

Here the agent follows a policy maximizing the exploration value function during training (while still updating the
regular value function separately), and then at test time, it uses a policy that maximizes the regular value function. In
this setting the advantage of having separate value functions for exploration and exploitation becomes most apparent as
it allows the agent to use its best estimate of the value function at any time without needing to wait for bonuses to vanish.
Note that using a different policy for training and testing only works in the model-based setting, and would suffer from
off-policy issues in a model-free setting.

4.2 Using a policy that maximizes a mixture of value functions

In this case the agent follows a policy of the form:

π(s) = argmax
a

(Q(s, a) + β(Qe(s, a))
α)
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with α > 0 and β ≥ 0 mixture parameters, and using on-policy updates for the value functions. Some values
of α and θ result in a behavior equivalent to existing algorithms in the literature. For example θ = 1

2 and α =

1 yields propagation of 1√
n

, which is equivalent to the MBIE-EB algorithm [2]. However, in [8], the authors argue that
propagating 1√

n
is equivalent to summing up standard deviations along a trajectory which is not desirable from a prob-

abilistic stand point, and instead the variance should be propagated which can be transformed into a standard deviation
by taking the square root at the end. With θ = 1 and α = 1

2 we get what the authors propose for the tabular case: prop-
agating 1

n which is proportional to the local variance of the value function in the Bayesian setting with Gaussian prior
on rewards and Dirichlet prior on the transition function. MBIE-EB, however, still has the advantage of being a PAC
MDP (probably approximately correct in MDP) algorithm, while other parameter settings lead to algorithms that lack
the theoretical backup. For this reason, in section 5 we extended the sample complexity proof of MBIE-EB to work with
other settings of α and θ.

4.3 Determinization of Stochastic Policies

In [9], the authors propose to use counts to approximate stochastic decision making rules (e.g. ε-greedy, softmax...) with
deterministic policies. The idea is to take

π(s) = argmax
a

(
f(a|s)
C(s, a)

)
e.g. f(a|s) = softmax(Q(s, a))

where 1
C(s,a) is a generalized notion of counts. In their paper they use E-values which generalize counts in a model-free

setting. In our case we can use 1
C(s,a) = Qe(s, a) which is a model-based version of generalized counts.

5 Theoretical Analysis

In this section we show that the same sample complexity bound proven by [2] applies to all values of θ > 0 and 0 < α ≤ 1
for a particular choice of β. We also assume that 0 ≤ R ≤ 11. Due to lack of space, we omit the complete proof, but briefly
discuss the main points and the conditions for it to apply. The main idea is to use theorem 10 from [10] which requires
that the value function used to derive the policy is both optimistic and bounded. We get the former by choosing:

β′ =

(
β2θ

αε2θ−1(1− γ)2θ−α
)α

if θ > 1/2 otherwise β′ = β

with β =
1

1− γ
√

ln (2m|S||A|δ)/2 being the constant used for MBIE-EB

and the latter by using

π(s) = argmax
a

Q(s, a) with Q(s, a) = min (Qr(s, a) + β′ (Qe(s, a))
α
, Qmax) and Qmax =

1

1− γ

Figure 1 provides some intuition for how β′ is chosen to guarantee optimism for the simple case of α = 1 2. Since β√
n

was shown in [2] to guarantee optimism, any bonus bigger than that would also have the same guarantee.

The last condition the algorithm needs to fulfill is that of accuracy, i.e. accurately approximating the true value function.
This requires the exploration bonus to be small enough. So after m learning steps, with m being the number of times
every state-action pair needs to be visited in order to accurately estimate the value function, we can simply set the reward
bonus to 0. We can also show that this does not affect optimism since we only require the value to be within ε of the true
optimal value which in this case can be ensured by accuracy.

This leads to a PAC-MDP sample complexity of O
(
|S|2|A|
ε3(1−γ)6

)
, omitting log factors.

It is important to note that in Theorem 2 of [11] the authors proved that using reward bonuses of the form we use in this
paper with θ > 0.5 leads to an algorithm that is not PAC-MDP in general. However, their proof relies on taking ε as a
function of β. In our analysis we take β to be a function of ε which still allows for a PAC-MDP algorithm for θ > 0.5, but
may result in large values of β. In practice however, values used for β tend to be much smaller than the ones used in the
theoretical analysis even in the case of MBIE-EB.

1This is a common assumption in the literature and is not very restrictive since any bounded reward can be shifted and re-scaled
to verify this condition.

2For other values of α however, the analysis gets more complicated since the full exploration bonus added to the regular value
function becomes a nonlinear transformation of the count bonuses along the entire trajectory, which means that we cannot treat the
count bonuses for every state-action pair separately.
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Figure 1: Reward bonus as a function of the visit count for a single state-action pair.

6 Conclusion

This work presented a generalization of count-based exploration bonus techniques that accounts for different forms of
bonuses, which can differ in statistical properties, and different ways of balancing exploration and exploitation. We
extended the validity of existing sample complexity guaranties to account for a bigger class of these methods, and pro-
vided a way for adapting these methods for use with efficient model-based reinforcement learning methods like priori-
tized sweeping with small backups. While these efficient techniques only work in a tabular setting, recent work shows
that they can still be beneficial in high dimensional settings by transforming the environment into a tabular one [4, 12].
Combining such tabulation techniques with our exploration bonus implementation can bring model-based exploration
efficiency to high dimensional environments. In contrast to previous work on exploration bonuses with function approx-
imation [4, 5], we propose a model-based approach to exploration that allows to propagate the exploration bonuses more
effectively at little additional computational cost.
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Abstract

We highlight a class of card games which share several interesting features: hidden information, teamwork,
and prediction as a crucial component. This family of games in question, known as “Whist” games, consists
of games of trick-taking, turn-based play, with team relationships of varying intensities, differing betting
and scoring rules, and slight variations in mechanics. Using self-play, we have trained a DeepRL-style algo-
rithm to bet and play Four Hundred, a flagship game in the family (Hearts, Spades, and Bridge are all related to
varying degrees). Our algorithm reaches human-competitive performance, dominating all baselines it was
tested against and learning the importance of key game concepts such as trump and partnership. Moreover,
it exhibits reasonable context-specific strategies, suggesting an adaptability of the framework to different
scenarios.

We believe this family of games provides an interesting testing ground for reinforcement learning algo-
rithms because of its features; however, we are most interested in developing methods to transfer insights
across variations of games. We hope that such an approach will result in more efficient training and perhaps
more human-like play.

Keywords: Reinforcement Learning, Self-Play, Games, Transfer Learning
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1 Introduction

Inspired by the recent successes in the design of artificial intelligence to play games such as Backgam-
mon [6], Chess [4], Poker [1], Atari games [3], and Go [2] with superhuman performance, we study a
family of card games (“Whist” descendants) that provide a rich strategic environment for testing learning
algorithms. These games share several interesting features, including hidden information, teamwork, and
prediction as crucial components. The Whist family consists of games of trick-taking, turn-based play, with
team relationships of varying intensities, differing betting and scoring rules, and slight variations in me-
chanics. In work so far, we have focused on Four Hundred, a flagship of the game family, and design a
reinforcement learning algorithm to play the game at a level competitive with humans. We describe our
problem formulation, algorithms, and results in Section 2. We are also interested in this family of games as
a testing ground to explore the transfer of insights and strategies from one game into similar games. We
briefly discuss this agenda in Section 3.

2 Solving Four Hundred

Rules of Four Hundred

A deck of cards is distributed evenly (face down) to four players. Each player sits across from their team-
mate. No communication of hands is allowed. Before beginning play, players must bet an expected number
of ‘tricks’ (one round of played cards) they plan to take over the 13-card hand, between 2 and 13. In each
round after bets are placed, players take turns choosing a card to play from their hand in order, beginning
with the player to take the previous trick. The suit of the first card played determines the ‘lead suit’, and
players must play cards from that suit if possible. The winner of the trick is the player with the highest card
of the ‘lead suit’, or the highest card of the ‘trump suit’ (Hearts) if any were played. At the end of 13 rounds,
each player’s score is increased by their bet if they meet or exceed it, but decreased by their bet if they fail
to meet it. The game is over once one team has a player with 41 or more points, and the other player has
positive points.

Learning Problem Find an optimal betting policy βi,∗ and playing policy πi,∗t to maximize expected reward for
player i given each other and the play of the others:

βi,∗ = arg max
β∈B

E

[
13∑

t=0

R
(
β(Hi0), πi,∗t (Hit)

)]
, πi,∗t = arg max

c∈Hi
t

E
[
R(βi,∗(Hi0), c) | Sit

]
.

where Hi0 is player i’s starting hand, Hit is their hand after trick t ∈ {1, . . . , 13}, and Sit is the information
known to player i about the state of the game up until trick t.

BETTING: Since the final score depends not only on tricks taken, but on the bet made, the betting and
playing tasks are deeply intertwined. While both may be viewed from a reinforcement learning perspective,
we choose to view betting as a supervised learning problem. Given some particular strategy and initial
hand, the player can expect to win some number of tricks (where randomness comes from the distribution
of cards across opponents’ hands as well as variation in player strategies, stochastic and otherwise). Given
observed games under a fixed strategy and some observed initial hand compositions, a model that predicts
tricks taken by the end of the round may serve as a good bet model.

Thus, the data we generate during games in the form of initial hands can serve as input data, and the
number of tricks won functions as the label. We implement a neural network (NN) for regression using this
data. The input is a 4× 13 binary matrix with exactly 13 non-zero elements representing which cards are in
the player’s hand. Each column of the matrix represents a value (e.g. 7 or Queen), while each row represents
a suit. The first suit is reserved for the trump suit, which is higher in value than all other suits. The output
of the neural network is a real number, which we then map to the closest integer between 2 and 13 (since
bets of 0 and 1 are not allowed). We define the loss as the squared difference between the score received and
the best possible, which is also the squared difference between the optimal and observed reward (see (1)):

`bet(y, ŷ) = (y − sign(ŷ − y) · ŷ)
2

=

{
(y − ŷ)2, if y ≥ ŷ,
(y + ŷ)2, otherwise,

1
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where ŷ is the bet, and y is the tricks won. Motivated by the game’s scoring rules, this loss function is
asymmetric - it penalizes more for bets which are higher than the tricks obtained. Therefore our goal in this
supervised learning problem is to learn a relationship between the initial cards dealt to each player and the
number of tricks that player won at the end of the round. In this regard, the actual play of the game greatly
affects the number of tricks expected to win.

CARD PLAY: The second component of the game is the playing of cards, wherein we consider a reinforce-
ment learning approach to design a strategy. We capture the state of the game by three 4× 13 matrices and
two 1× 4 vectors in the following way. The first matrix represents the order history of the game; each card
played is represented by an integer between 1 and 52 (initialized to zero), based on the order in which it
was played. For example, in the 5th trick of the game, the card played by the third player will have a 23 in
the corresponding location (5th trick × 4 cards per trick + 3rd card played = 23). The second matrix is for
player history. As each card is played, its location will be filled by a number denoting the ID of the player.
Continuing our example, if the card above was played by player 2, then a 2 will be put in the correspond-
ing location. Representing order and player history as a matrix in this fashion was inspired by the state
representation of AlphaGo. The final matrix is the player hand, which is similar to the input for the betting
neural network, and indeed is identical at the beginning of the game. As the game continues, whenever a
card is played, the 1 indicating the presence of a card in the hand becomes a zero. Returning to our example,
the matrix after the fifth round will have 8 (13 initial cards - 5 cards played) non-zero elements. The first
1× 4 vector contains the bets that each player made at the beginning of the hand, and the second contains
the tricks that each player has won so far.

Given the states, we define a reward at the end of each round by

Reward =

{
bet, if tricks ≥ bet,
−bet, otherwise.

(1)

The state size is combinatorially large, and hence we do not consider tabular reinforcement learning solu-
tion methods but rather function approximation with neural nets. Ultimately, given the possible actions
available to the player, we will evaluate the function at each of the potential states and choose the action
which enters the state with the highest value. Our approach is informed by the classical Q-learning ap-
proach, where the value function is updated by

V t+1(s) = max
a

∑

s′

p(s′|s, a)(r(s, a, s′) + γV t(s′)),

where s is the state, a is an action, s′ is the state after taking action a from state s, and γ ∈ [0, 1) is the
discount factor. We consider a mild adaptation, similar to [5], in which the reward is provided as a label to
each observed state, and the neural net Q-update occurs in batches. Given that reward is observed at the
end of the round, for trick t ∈ {1, . . . , 13}, we assign a reward to that state s by

Value(s) = γ13−t · (RewardTeam member 1 + RewardTeam member 2) + 1{Team won the trick}.
We include the 1 term for reward shaping [3] as it is a favorable outcome which should help increase
convergence. Once we have assigned a label to each of the states in terms of the value defined above, we
use a neural network for regression to map each state to the appropriate value.

BASELINES: All data was generated from a game simulator developed from scratch. Three baselines were
created to compare against: the first baseline is Random Play-Random Bet. Random bet selects a random
value from {2, 3, 4, 5} during the betting stage, and in each round chooses a random card to play from the
set of valid cards. The second baseline is Greedy Play-Model Bet. During play, greedy simply selects the
highest card in its hand from the set of valid cards, without consideration of its partner. Betting for greedy
uses a neural net trained on 100,000 games of 4 greedy players with the same architecture as Over400, as
described earlier. For the final baseline, Heuristic Play-Model Bet, a heuristic strategy was defined based
on human knowledge of the game. This heuristic player takes into account available knowledge of the
team member’s actions as well as opponents’ actions, and straightforward, if complicated, control flow to
determine which move to play. In particular, it keeps track of whether the trump suit has been broken,
whether the currently winning player is a teammate or opponent, and what the minimum card guaranteed
to win the trick is. The betting for the heuristic baseline is also given by a neural network model which was
trained, in the same way as greedy, on 100,000 games of 4 heuristic players.
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2.1 Results

To understand the performance of the betting model, we consider the metrics of loss and Trick-bet differ-
ence. The noise observed is due to the betting and playing strategies being constantly updated in tandem.
Figure 1c shows the Trick-bet difference metric. As we can see, the highest peaks of the histogram occur
at Tricks - Bet ∈ {0, 1}. This means that most of the bets are slightly less than the number of actual tricks
taken, indicating that the players are betting conservatively.

(a) Loss function for the betting
NN, trained in tandem with the
playing NN.

(b) Tricks won over 1,000 games,
based on bet made. No bets were
higher than 6.

(c) Histogram showing difference
between tricks won and bet made.

Figure 1: Betting performance during games of self play. Tricks to the right of the bar (green area) represent
wasted potential score, since the AI won more tricks than it bet; tricks to the left of the bar (red area)
represent score penalties incurred, since the AI won fewer tricks than it bet. Bets were made conservatively,
since the AI made or exceeded its bet over 80% of the time.

To understand the performance of the card play network, we consider the average score shown in Figure
2b. As expected, the average score of all four players increases as the number of training iterations increase,
with some noise due to the betting and playing neural networks being trained in tandem. It is important to
note that the game is learning how to play relative to the other players, in that it understands the relation-
ship between its team member and its opponents relative to its position. Finally, we consider Table 1 which
shows the performance of our Program against the baselines. Our Heuristic algorithm was able to defeat
Random and Greedy Baselines 100 - 0, as did Over400. Even more impressively, Over400 beat the heuristic
baseline 89.5 % of the time.

(a) Neural Network Architecture for Card Play
(b) Average score showing the performance of
the self play NN model

Figure 2: Network Architecture and Performance

Human players also squared off against the network to get a sense as to how Over400 was playing. The
AI understood to win tricks by playing high cards of the lead suit and also to play a trump card when the
lead suit had run out in its hand. It had also learned to play differently depending on whether or not it
had won enough tricks to make its bet (e.g., attempting to lose tricks if it already made its bet). However,
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Over400 would occasionally play high cards which were not capable of winning since they were not the
lead or trump suit. We imagine this is due to the difficulty in learning the concept of the lead suit, which
may have been accomplished with more samples of training data or with a deeper neural net structure.

Random Greedy Heuristic Over400
Heuristic Win % 100 100 - 10.5
Over400 Win % 100 100 89.5 -

Table 1: Percentage of wins against the baselines over 200 games.

3 Future Work

There are over 30 varieties of Whist games with major or minor variations in rules. In future work, we will
examine whether and how, by learning one game, we can learn them all. For example, Spades is nearly the
same as Four Hundred: the objective is to take tricks, but the trump suit is Spades (rather than Hearts), and
there is usually no betting or teams. Tarneeb is nearly the same as Four Hundred, but the trump suit is chosen
by players (and the betting is more complicated). Finally, Hearts has the same mechanics as Spades, but the
goal is to avoid taking tricks.

A policy trained for Four Hundred will likely fail to produce good results on any of these other games.
However, it is clear that the similarity of structure in these games should mean a learner which is good at
one game can perform well when playing others. An analogy can be drawn to classification: playing Spades
well and Hearts poorly feels similar to classifying objects with high accuracy but failing to do so if they are
rotated and translated. Overcoming this problem in image classification required, in some sense, focusing
on features that were ‘invariant’ to translation and rotation; in our case, there is some ‘invariance’ about the
relative ordering of the cards.

We briefly describe our proposed approach, which we call invariance discovery, or insight abstraction. Let S
be the set of observed states, VG be the value of each state under game G, and VG′ be the value of the state
under game G′. Recall that we estimate VG to be able to return the following policy:

πG = argmaxaEs′∼P (s,a) [V (s′)] .

Instead of retraining for G′, if we learn the invariance mapping χ : VG(s) 7→ VG′(s), we can then return the
policy πG′ := argmaxaEs′∼P (s,a)χ(V (s′)). Such a mapping exists whenever the value functions do, but
learning this function from noisy samples may be hard. Indeed, in full generality it may be impossible
without exponentially many samples, since we may not see the same states across games. However, we
may make this problem tractable by restricting χ to live in some class of functions Ω. For example, χ could
be a linear function; this may approximate the truth when mapping Spades to Hearts, since having high
cards is good in Spades but bad in Hearts. Ongoing work explores the feasibility of this approach, and we
also plan to explore theoretical properties in future work.
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Abstract

We designed a grid world task to study human planning and re-planning behavior in an unknown stochas-
tic environment. In our grid world, participants were asked to travel from a random starting point to a ran-
dom goal position while maximizing their reward. Because they were not familiar with the environment,
they needed to learn its characteristics from experience to plan optimally. Later in the task, we randomly
blocked the optimal path to investigate whether and how people adjust their original plans to find a detour.
To this end, we developed and compared 12 different models. These models were different on how they
learned and represented the environment and how they planned to catch the goal. The majority of our
participants were able to plan optimally. We also showed that people were capable of revising their plans
when an unexpected event occurred. The result from the model comparison showed that the model-based
reinforcement learning approach provided the best account for the data and outperformed heuristics in
explaining the behavioral data in the re-planning trials.

Keywords: planning and re-planning in stochastic environment, multistage
decision making, navigation in maze, model-based reinforcement
learning
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Figure 1: General grid world used in our experiments. The decision nodes are represented by yellow
circles and the goal is depicted by red circle. The green paths are available to participants. Note that
participants can not see the obstacles depicted by shadow areas. The black dashed line in the grid separates
path B and path A1A2. Top: In the planning trials, for this current start and goal positions, 5 paths are
available to participants and they need to find the optimal path. Down: In the re-planning trials, the
optimal path, path B is blocked and participants need to find the detour.

1 Introduction

This material was published in cognitive psychology, (Fakhari, Khodadadi, & Busemeyer, 2017).

Planning in a stochastic environment is challenging. It becomes even more challenging when the envi-
ronment is unknown to us. No matter how complicated these problems are, we mainly use our previous
experiences to deal with them. Sometimes the environment changes and forces us to change or modify our
plan. As a result, we update our plan every now and then to make sure our plan becomes a success. In
this paper, we tried to study real life planning and re-planning problems in a simplified situation using our
grid world experiment. Using this framework, we developed three experiments to investigate planning
and re-planning in humans while learning an unknown environment.

2 Design

After 6 blocks of training in a 4 by 7 grid, participants’ planning skill was tested, Fig. 1. At the beginning
of the 7th block (the pretest block), we warned them that their score will be converted to monetary reward
(the exchange rate was 0.01). In experiment 1 and 2, the starting and goal positions were fixed during the
test phase, but, in experiment 3, we randomized these pairs. The majority of our participants (19 out of
19 in experiment 1, 30 out of 36 in experiment 2 and 30 out of 32 in experiment 3) were able to find the
optimal path. This is in contrast to previous studies that showed people are more likely to be sub-optimal
in the description-based decision trees involving a probabilistic reward, (Hey & Knoll, 2011), (Hotaling &
Busemeyer, 2012)1.

The basic configuration of the grid world is similar to the detour problem in (Tolman, Ritchie, & Kalish,
1946), but we modified it into a stochastic environment where finding the shortest path was not optimal
anymore. It is important to note that the experiments had two distinctive features that encourage
goal-directed behavior: first, the (hidden) punishments were probabilistic, and second, the starting and
goal positions were randomly located in different cells. In order to find the optimal path, participants
needed to learn and compare the expected values of different paths. Employing probabilistic rewards

1It has been proposed by (Erev, Ert, Plonsky, Cohen, & Cohen, 2017) that people show planning biases in description-
based decision trees problems, but not in experience based learning

1

Paper # 14 139



enabled us to represent this problem in a decision tree framework to study (optimal) planning similar to
experience-based decision-making tasks.

Table 1 highlights the differences and similarities among the three experiments. It is important to em-
phasize that participants can only see a plain grid on the screen along with their current position (yellow
circle) and their destination (red circle, Fig. 1) with no sign/cue of the obstacles or the stochastic losses.
They do not have access to papers nor calculators/cellphones to do any computations or to take notes. In
the instruction, they are told to consider a scenario that they move to a new city (a 4 by 7 grid) and need to
get from one place to another (determined by the yellow and red circles). In the test phase, participants are
told that a random accident might happen in one of the possible routes and block that path. If they see the
accident they need to find a detour path.

Table 1: Summary Of Experiments

Design Experiment 1 Experiment 2 Experiment 3
Number of learning blocks 6 6 6
Number of test blocks 2 2 3
Number of pretest blocks 1 1 1
Number of probabilistic losses 2 5 5
Fixed G and S in the test blocks Yes Yes No
Fixed G and S in the learning blocks No No No
Fixed G and S in the pretest block No No No
Cells with stochastic losses 15, 16 9, 11, 16, 19, 17 9, 11, 16, 19, 17
Number of re-planning trials in the test trials 13 out of 40 13 out of 40 20 out of 60

Experiment 1 has two stochastic losses with one sure loss at cell 21 with the loss of −45. In experiment 2 and 3, there
are 5 stochastic losses (similar environment). The rate of re-planning trials in the test blocks is fixed in all three ex-
periments (33%). Unlike experiments 1 and 2, the pairs in the test blocks of the experiment 3 are random. In all
three experiments, there is one pretest block and six learning blocks. G and S stand for Goal and Starting positions.

3 Model fit results

We developed 12 different models to fit the choice data, Table 2. These models were different on how they
learned and represented the environment and how they planned to catch the goal. The baseline model
selects a random action at each cell regardless of what participants have experienced. This model was the
simplest model in our benchmark. The traditional Q-learning algorithm was not able to explain the data
because the starting and goal positions in the environment in our experiments were not fixed. In addition,
when a change happens in the environment, the whole set of the action-state values needs to be updated
(again by extensive amount of learning and exposure to the new environment).

The (full) model-based RL tries to learn the model of the environment by estimating the transition and
reward functions. This knowledge (of the environment) is later used to generate Q-value for each action.
The model-based RL had the best predictions in the test blocks. In model 7, we restrict the model-based
RL in its spatial search. Instead of a complete tree search that is commonly used in value iteration,
we confine the model’s planning depth to its kth nearest neighbors (k is a free parameter). While this
modification can decrease the computational costs, for many pairs the best fitted k leads to a full tree search.

In addition to model-based and model-free RL, there is another alternative, SR, which is more flexible
than model-free RL and computationally simpler than model-based RL, (Dayan, 1993). SR calculates the
state values using both reward and a successor map which stores the expected and discounted future
states’ occupancies. In case of reward devaluation, SR’s behavior is similar to model-based RL but when
there is an alteration in the transition structure, it fails to adapt to the change (similar to model-free RL),
(Gershman, Moore, Todd, Norman, & Sederberg, 2012), (Kulkarni, Saeedi, Gautam, & Gershman, 2016),
(Momennejad et al., 2016).
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Table 2: Summary of models and their free parameters

Model Description Parameters No. of free
parameters

1 Baseline (random model) - 0
2 Q-learning β, γ, qu0

, qr0 , qd0 , ql0 6
3 Model-based RL β, γ, α1HS

, α1MS
, α1LS

5
4 Avoids Salient Loss -MBRL β, γ 2
5 Remembers The Last R -MBRL β, γ 2
6 Finds The Shortest Path -MBRL β, γ 2
7 Cubed Model-Based RL β, γ, α1HS

, α1MS
, α1LS

, ω 6
8 Successor Representation β, γ, αl, α1HS

, α1MS
, α1LS

6
9 Avoids Salient Loss -SR β, γ, λ 3

10 Remembers The Last R -SR β, γ, λ 3
11 Finds The Shortest Path -SR β, γ, λ 3
12 Hybrid SR-MB β, γ, αl, ωhb, α1HS

, α1MS
, α1LS

7

MB = Model-based, SR = Successor Representation.

Although the hybrid SR-MB model provided a better account for participants’ choices in the learning
blocks, it failed to predict the re-planning behavior in the test blocks. Since the candidate models were not
trained by the test blocks’ data, they needed to generalize their knowledge (from the learning blocks) to
perform optimally in the re-planning trials when the optimal path was randomly blocked. One solution
to this problem is to use a mixture model which switches from the SR model in the planning trials to the
model-based RL mechanism in the re-planning trials. It can post hoc fit all the data the best, because it uses
the best fitting model for the training blocks and then switches to the best predicting model for the test
blocks.
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Abstract

Deep reinforcement learning (RL) algorithms have shown an impressive ability to learn complex control policies in
high-dimensional environments. However, despite the ever-increasing performance on popular benchmarks such as the
Arcade Learning Environment (ALE), policies learned by deep RL algorithms often struggle to generalize when evaluated
in remarkably similar environments. In this paper, we assess the generalization capabilities of DQN, one of the most
traditional deep RL algorithms in the field. Additionally, we provide evidence suggesting that DQN overspecializes to
the training environment. Furthermore, we comprehensively evaluate the impact of traditional regularization methods,
`2-regularization and dropout, and of reusing the learned representations to improve the generalization capabilities of
DQN. We perform this study using different game modes of Atari 2600 games, a recently introduced modification for the
ALE which supports slight variations of the Atari 2600 games traditionally used for benchmarking. Despite regularization
being largely underutilized in deep RL, we show that it can, in fact, help DQN learn more general features. These features
can then be reused and fine-tuned on similar tasks, considerably improving the sample efficiency of DQN.
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1 Introduction

Recently, reinforcement learning (RL) has proven very successful on complex high-dimensional problems, in large part
due to the increase in computational power and to the use of deep neural networks for function approximation [e.g., 4].
Despite the generality of the proposed solutions, applying these algorithms to slightly different environments generally
requires agents to learn the new task from scratch. On the other hand, deep neural networks are lauded for their
generalization capabilities [e.g., 2] with some communities heavily reusing the learned representations [e.g., 5]. In light of
the successes of traditional supervised learning methods, the current lack of generalization or reusable knowledge (i.e.,
policies, representation) acquired by current deep RL algorithms is somewhat surprising.

In this paper we investigate whether the representations learned by deep RL methods can be generalized, or at the very
least reused and refined on small variations to the task at hand. We evaluate the generalization capabilities of DQN [4]
and we further explore whether the experience gained by the supervised learning community to improve generalization
and to avoid overfitting could be used in deep RL. We employ conventional supervised learning techniques, albeit largely
unexplored in deep RL, such as fine-tuning (i.e., reusing and refining the representation) and regularization. In order to
perform this study we employ different game modes and difficulties of Atari 2600 games, a feature recently introduced to
the Arcade Learning Environment (ALE) [1, 3].

We show that a learned representation trained with regularization allows us to learn more general features capable of being
reused and fine-tuned. Besides improving the generalization capabilities of the learned policies this fine-tuning procedure
has the potential to greatly improve sample efficiency on settings in which an agent might face multiple variations of the
same task, or when future tasks are unknown to the agent. Our results suggest that, if we move beyond the single-task
setting in RL, regularization techniques might play a prominent role in deep RL algorithms.

2 Background

2.1 Reinforcement learning

Q-learning [7] is a traditional approach to learning an optimal state-action value function from samples obtained by
interacting with the environment. The agent updates the state-action value function iteratively using the update rule

Q(St, At)← Q(St, At) + α
[
Rt+1 + γmax

a′∈A
Q(St+1, a

′)−Q(St, At)
]
. (1)

Generally, due to the exploding size of the state space in many real-world problems, it is intractable to learn a state-action
pairing for the entire MDP, we often resort to learning an approximation to qπ .

DQN approximates the state-action value function such that Q(s, a; θ) ≈ qπ(s, a), where θ denotes the weights of a neural
network. DQN is trained in a supervised fashion to minimize the squared TD error from 1 using a batch of experience
sampled uniformly from a buffer of (St, At, Rt+1, St+1) transition tuples.

2.2 Supervised learning

In the supervised learning problem we wish to learn a function f : Rn → R which maps training examples Xi of
dimension n to a predicted output label ŷi. The model should accurately predict true label yi while generalizing to unseen
examples. When f is a neural network parametrized by θ we typically train the model by minimizing the objective

min
θ

λ

2
‖θ‖22 +

1

m

m∑

i=1

L(yi, f(Xi; θ)), (2)

where L is a differentiable loss function which outputs a scalar corresponding to the quality of the prediction (e.g., squared
error loss). The first term in 2 is a form of regularization, i.e., `2 regularization, which encourages generalization by
imposing a penalty on large weight vectors. The hyperparameter λ is the weighted importance of the regularization term.

Dropout [6] is a regularization technique applied to the feed-forward operation of a neural network. During the forward
pass each neural unit has a chance of being set to 0 according to Bernoulli(p) where p is referred to as the dropout rate.

Fine-tuning is the process of bootstrapping weight initialization using pre-trained weights from a different task. This
differes from standard stochastic initialization processes.

3 The ALE as a platform for evaluating generalization in RL

The Arcade Learning Environment (ALE) is a platform used to evaluate agents across dozens of Atari 2600 games [1]. The
ALE poses the problem of general competency by having agents use the same learning algorithm to perform well in as
many games as possible without using game specific knowledge.
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Table 1: Direct policy evaluation. Each agent is initially trained in
the default flavour for 50M frames then evaluated in each listed game
flavour. Agents with regularization are trained using dropout and `2
regularization. Reported numbers are averaged over five runs. Standard
deviation is reported between parentheses.

GAME VARIANT
EVAL. WITH

REGULARIZATION
EVAL. WITHOUT

REGULARIZATION LEARN SCRATCH

FREEWAY

m1d0 5.8 (3.5) 0.2 (0.2) 4.8 (9.3)

m1d1 4.4 (2.3) 0.1 (0.1) 0.0 (0.0)

m4d0 20.6 (0.7) 15.8 (1.0) 29.9 (0.7)

HERO
m1d0 116.8 (76.0) 82.1 (89.3) 1425.2 (1755.1)

m2d0 30.0 (36.7) 33.9 (38.7) 326.1 (130.4)

BREAKOUT m12d0 31.0 (8.6) 43.4 (11.1) 67.6 (32.4)

SPACE INVADERS

m1d0 456.0 (221.4) 258.9 (88.3) 753.6 (31.6)

m1d1 146.0 (84.5) 140.4 (61.4) 698.5 (31.3)

m9d0 290.0 (257.8) 179.0 (75.1) 518.0 (16.7)
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Figure 1: Evaluation performance in dif-
ferent flavours of FREEWAY from a trained
agent in m0d0 with regularization (solid
line) and without regularization (dashed
line). Curves are smoothed using a mov-
ing average over two data points. Results
were averaged over five seeds.

In this paper, we use the different modes and difficulties of Atari 2600 games to evaluate a neural network’s ability to
generalize in high-dimensional state spaces. Game modes, originally native to the Atari 2600 console, were recently added
in the ALE [3]. They give us modifications of the default environment dynamics and state space, often modifying sprites,
velocities, and partial observability. These modes pose a tractable way to investigate generalization of RL agents in a
high-dimensional environment.

In this paper, we use 13 flavours (combinations of a mode and a difficulty) obtained from 4 games: FREEWAY, HERO,
BREAKOUT, and SPACE INVADERS ∗. In FREEWAY, modes vary the speed and number of vehicles, while different
difficulties change how the player is penalized for running into a vehicle. In HERO, subsequent modes start the player off
at increasingly harder levels of the game. The mode we use in BREAKOUT makes the bricks partially observable. Modes of
SPACE INVADERS allow for oscillating barriers, increasing the width of the player sprite, and partially observable aliens.

4 Generalization of the learned policies and overfitting

In order to test the generalization capabilities of DQN we first evaluate whether the policy learned after 50M frames in
the default flavour, m0d0 (mode 0, difficulty 0) can perform well in a different flavour. If the representation encodes
a robust policy we might expect it to be able to generalize to slight variations of the underlying reward signal, game
dynamics, or observations. We measure the cumulative reward averaged over 100 episodes in the new flavour. The results
are summarized in Table 1 under the column EVAL. WITHOUT REGULARIZATION. Baseline results where the agent is
trained from scratch in the target flavour used for evaluation are summarized in the baseline column LEARN SCRATCH.

We can see in the results that the policies learned by DQN do not generalize well to different flavours, even when the
flavours are remarkably similar. For example, in FREEWAY, a high-level policy applicable to all flavours is to go up while
avoiding cars. The default flavour m0d0 and m4d0 comprise of exactly the same sprites, the only difference being that in
m4d0 some cars accelerate and decelerate over time. The close to optimal policy learned in m0d0 is only able to score
around half of what is achieved by the policy learned from scratch in m4d0.

As aforementioned, the different modes of HERO can be seen as giving the agent a curriculum. Interestingly, the agent
trained in the default mode for 50M frames can progress to at least level 3 and sometimes level 4. Mode 1 starts the agent
off at level 5, and performance in this mode suffers greatly during evaluation despite no addition of any novel game
mechanics. Perhaps the agent is memorizing trajectories instead of learning a robust policy capable of solving each level.

Results in some flavours suggest that the agent is overfitting to the flavour it is trained on. We tested this hypothesis
by periodically evaluating the policy being learned in each other flavour of that game. This process involved taking
checkpoints of the network every 500,000 frames and evaluating the policy in the prescribed flavour. The results obtained
in FREEWAY, the most pronounced game in which we observe overfitting, are depicted by dashed lines in Figure 1.

In FREEWAY, while we see the policy’s performance flattening out in m4d0, we do see the traditional bell-shaped curve
associated to overfitting in the other modes. At first, improvements in the original policy do correspond to improvements

∗Video comparing each game flavour can be found at https://goo.gl/pCvPiD
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in the performance of that policy in other flavours. With time, it seems that the agent starts to refine its policy for the
specific flavour it is being trained on, overfitting to that flavour. With other game flavours being significantly more
complex in their dynamics and gameplay, we do not observe this prominent bell-shaped curve though. For example, in
BREAKOUT, we actually observe a monotonic increase in performance throughout the evaluation process.

5 Regularization in deep RL

In order to evaluate the hypothesis that the observed lack of generalization is due to overfitting, we revisit some popular
regularization methods from the supervised learning literature. We consider two forms of regularization: dropout and `2
regularization.

First we want to understand the effect of regularization when deploying the learned policy in a different flavour. We do
so by applying dropout to the first four layers of the network, that is, the three convolutional layers and the first fully
connected layer. Note that we used two seperate dropout rates, one for the convolutional layers and the other for the fully
connected layer. We also evaluate the use `2 regularization on all weights in the network during training. An exhaustive
grid search was performed for both dropout and `2 regularization and we ended up combining both methods as this
provided a good balance between training and evaluation performance. For all future experiments we fixed λ = 10−4, and
pconv, pfc = 0.05, 0.1. We follow the same evaluation methodology described when examining the non-regularized policy.

Alongside the column EVAL. WITHOUT REGULARIZATION in Table 1 we present the results for EVAL. WITH REGULAR-
IZATION. In most flavours, evaluating the policy trained with regularization does not negatively impact performance
when compared to the performance of the policy trained without regularization. In some flavours we even see an increase
in performance. Interestingly, when using regularization the agent in FREEWAY improves for all flavours and even learns a
policy capable of outperforming the baseline learned from scratch in two of the three flavours. Moreover, in FREEWAY we
now observe increasing performance during evaluation throughout most of the learning procedure as depicted with solid
lines in Figure 1. The results in Figure 1 seem to confirm the notion of overfitting.

Despite slight improvements from these techniques, regularization by itself does not seem sufficient to enable policies to
generalize across flavours. As shown in the next section, the real benefit of regularization in deep RL seems to come from
the ability to learn more general features. These features may lead to a more adaptable representation which can be reused
and subsequently fine-tuned on other flavours, which is often the case in supervised learning.

6 Value function fine-tuning

We hypothesize that the benefit of regularizing deep RL algorithms may not come from improvements during evaluation,
but instead in having a good parameter initialization that can be adapted to new tasks that are similar. We evaluate this
hypothesis by fine-tuning the entire network post-training with and without regularization.

When fine-tuning the entire network we take the weights of the network trained in the default flavour for 50M frames and
use them to initialize the network commencing training in the new flavour for 50M frames. For comparison we provide a
baseline trained from scratch for 50M and 100M frames in each flavour. Directly comparing the performance obtained
after fine-tuning to the performance after 50M frames (SCRATCH) shows the benefit of re-using a learned representation.
Comparing the performance obtained after fine-tuning to the performance of 100M frames (SCRATCH) lets us take into
consideration the sample efficiency of the whole learning process. The results are presented in Table 2.

Fine-tuning from a non-regularized representation yields conflicting conclusions. Although in FREEWAY we obtained positive
fine-tuning results, we note that rewards are so sparse in mode 1 that this initialization is likely to be acting as a form of
optimistic initialization, biasing the agent to go up. The agent observes rewards more often, therefore, it learns quicker
about the new flavour. However, the agent is still unable to reach the maximum score in these flavours.

The results of fine-tuning the regularized representation are more exciting. In FREEWAY we observe the highest scores
on m1d0 and m1d1 throughout the whole paper. In HERO we vastly outperform fine-tuning from an non-regularized
representation. In SPACE INVADERS we obtain higher scores across the board on average when comparing to the same
amount of experience. These results suggest that reusing a regularized representation in deep RL might allow us to learn
more general features which can be more successfully fine-tuned.

Moreover, initializing the network with a regularized representation has a big impact on the agent’s performance when
compared to initializing the network randomly. These results are impressive when we consider the potential regularization
has in reducing the sample complexity of deep RL algorithms. Such an observation also holds when we take the total
number of frames seen between two flavours into consideration. When directly comparing one row of REGULARIZED
FINE-TUNING to SCRATCH we are comparing two algorithms that observed 100M frames. However, to generate two rows
of SCRATCH we used 200M frames while two rows of REGULARIZED FINE-TUNING used 150M frames (50M from scratch +
50M in each row). The distinction becomes larger as more tasks are taken into consideration.
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Table 2: Experiments fine-tuning the entire network with and without regularization (dropout + `2). An agent is trained
with dropout + `2 regularization in the default flavour of each game for 50M frames, then DQN’s parameters were used to
initialize the fine-tuning procedure on each new flavour for 50M frames. The baseline agent is trained from scratch up to
100M frames. Standard deviation is reported between parentheses.

FINE-TUNING REGULARIZED FINE-TUNING SCRATCH

GAME VARIANT 10M 50M 10M 50M 50M 100M

FREEWAY
m1d0 2.9 (3.7) 22.5 (7.5) 20.2 (1.9) 25.4 (0.2) 4.8 (9.3) 7.5 (11.5)

m1d1 0.1 (0.2) 17.4 (11.4) 18.5 (2.8) 25.4 (0.4) 0.0 (0.0) 2.5 (7.3)

m4d0 20.8 (1.1) 31.4 (0.5) 22.6 (0.7) 32.2 (0.5) 29.9 (0.7) 32.8 (0.2)

HERO
m1d0 220.7 (98.2) 496.7 (362.8) 322.5 (39.3) 4104.6 (2192.8) 1425.2 (1755.1) 5026.8 (2174.6)

m2d0 74.4 (31.7) 92.5 (26.2) 84.8 (56.1) 211.0 (100.6) 326.1 (130.4) 323.5 (76.4)

BREAKOUT m12d0 11.5 (10.7) 69.1 (14.9) 48.2 (4.1) 96.1 (11.2) 67.6 (32.4) 55.2 (37.2)

SPACE INVADERS
m1d0 617.8 (55.9) 926.1 (56.6) 701.8 (28.5) 1033.5 (89.7) 753.6 (31.6) 979.7 (39.8)

m1d1 482.6 (63.4) 799.4 (52.5) 656.7 (25.5) 920.0 (83.5) 698.5 (31.3) 906.9 (56.5)

m9d0 354.8 (59.4) 574.1 (37.0) 519.0 (31.1) 583.0 (17.5) 518.0 (16.7) 567.7 (40.1)

7 Discussion and conclusion

Analyzing generalization and overfitting in deep RL has its own issues on top of the challenges posed in the supervised
learning case. Actually, generalization in RL can be seen in different ways. We can talk about generalization in RL in
terms of conditioned sub-goals within an environment, learning multiple tasks at once, or sequential task learning as in a
continual learning setting. In this paper we evaluated generalization in terms of small variations of high-dimensional
control tasks. This provides a candid evaluation method to study how well representations learned by deep neural
networks in RL problems can generalize. The approach of studying generalization with respect to the representation
learning problem intersects nicely with the aforementioned problems in RL where generalization is key.

Ultimately we want agents that can keep learning as they interact with the world in a continual learning fashion. The
ability to generalize is essential. Throughout this paper we often avoided the expression transfer learning because we
believe that succeeding in slightly different environments should be actually seen as a problem of generalization. Our
results suggested that regularizing and fine-tuning representations in deep RL might be a viable approach towards
improving sample efficiency and generalization in this setting.
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Abstract

Reinforcement learning (RL) typically defines a discount factor (γ) as part of the Markov Decision Process. The discount
factor values future rewards by an exponential scheme that leads to theoretical convergence guarantees of the Bellman
equation. However, evidence from psychology, economics and neuroscience suggests that humans and animals instead
have hyperbolic time-preferences ( 1

1+kt for k > 0). Here we extend earlier work of Kurth-Nelson and Redish and propose
an efficient deep reinforcement learning agent that acts via hyperbolic discounting and other non-exponential discount
mechanisms. We demonstrate that a simple approach approximates hyperbolic discount functions while still using familiar
temporal-difference learning techniques in RL. Additionally, and independent of hyperbolic discounting, we make a
surprising discovery that simultaneously learning value functions over multiple time-horizons is an effective auxiliary
task which often improves over a strong value-based RL agent, Rainbow.

Keywords: Reinforcement learning (RL), time-preferences, hyperbolic dis-
counting, multiple-horizon discounting, auxiliary tasks
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1 Introduction

The standard treatment of the reinforcement learning (RL) problem is the Markov Decision Process (MDP) which includes
a discount factor 0 ≤ γ < 1 that exponentially reduces the present value of future rewards [18]. A reward rt received
in t-time steps is devalued to d(t)rt = γtrt, a discounted utility model. This establishes a time-preference for rewards
realized sooner rather than later. The decision to exponentially discount future rewards by γ leads to value functions that
satisfy theoretical convergence properties [3]. The magnitude of γ also plays a role in stabilizing learning dynamics of RL
algorithms [3] and is often treated as a hyperparameter.

However, discounting future values exponentially and according to a single discount factor γ does not harmonize with
the measured value preferences in humans and animals [10]. A wealth of empirical evidence has been amassed that
humans, monkeys, rats and pigeons instead discount future returns hyperbolically, where dk(t) = 1

1+kt , for some positive
k > 0 [1, 12, 6]. As an example of a potential difference emerging from hyperbolic discounting, one may maintain
time-inconsistent preferences. For instance, a person might prefer $1M immediately to the promise of $1.1M dollars
tomorrow while simultaneously preferring the promise of $1.1M in 366 days over $1M in 365 days.

Hyperbolic time-preferences is mathematically consistent with the agent maintaining some uncertainty over the prior
belief of the hazard rate in the environment [16]. Hazard rate h(t) measures the per-time-step risk the agent incurs as it
acts in the environment due to a potential early death. Precisely, if s(t) is the probability that the agent is alive at time t
then the hazard rate is h(t) = − d

dt lns(t). We consider the case where there is a fixed, but potentially unknown hazard rate
h(t) = λ ≥ 0. The prior belief of the hazard rate p(λ) implies a specific discount function [16]. Under this formalism, the
canonical case in RL of discounting future rewards according to d(t) = γt is consistent with the belief that there exists a
single hazard rate λ = e−γ known with certainty. This contrasts most RL environments with simple hazard dynamics.

We extend the µAgents work of Kurth-Nelson and Redish which empirically demonstrated modeling a finite set of
exponential functions may approximate a hyperbolic discounting function [9] which is a model consistent with fMRI
studies [19, 14]. Here we propose a deep reinforcement learning agent that efficiently approximates hyperbolic discounting
while preserving Q-learning [20] tools and their associated theoretical guarantees. Our agent efficiently models many
Q-values in parallel by building separate Q-value heads off a common shared representation of the state.

Surprisingly and in addition to enabling new discounting schemes, we observe that learning a set of Q-values is beneficial
as an auxiliary task [8]. Adding this multi-horizon auxiliary task often improves over strong baselines including Rainbow
[7] in the ALE [2]. This work questions the RL paradigm of learning policies through a single discount function which
exponentially discounts future rewards through two contributions:

1. Hyperbolic-agent. A practical approach for training an efficient deep RL agent which discounts future rewards
by a hyperbolic discount function and acts according to this.

2. Multi-horizon auxiliary task. A demonstration of multi-horizon learning over many γ simultaneously as an
effective auxiliary task in deep RL.

2 Hazard in MDPs

To study MDPs with hazard distributions and general discount functions we introduce two modifications. The hazardous
MDP now is defined by the tuple < S,A, R, P,H, d >. In standard form, the state space S and the action space Amay be
discrete or continuous. The learner observes samples from the environment transition probability P (st+1|st, at) for going
from st ∈ S to st+1 ∈ S given at ∈ A. We will consider the case where P is a sub-stochastic transition function, which
defines an episodic MDP. The environment emits a bounded reward r : S ×A → [rmin, rmax] on each transition. In this
work we consider non-infinite episodic MDPs. A policy π : S → A is a mapping from states to actions.

The first difference is that at the beginning of each episode, a hazard λ ∈ [0,∞) is sampled from the hazard distribution
H. This is equivalent to sampling a continuing probability γ = e−λ. During the episode, the hazard modified transition
function will be Pλ, in that Pλ(s′|s, a) = e−λP (s′|s, a). The second difference is that we now consider a general discount
function d(t). This differs from the standard approach of exponential discounting in RL with γ according to d(t) = γt,
which is a special case. The state action value function QH,dπ (s, a) is the expected discounted rewards after taking action a
in state s and then following policy π until termination.

QH,dπ (s, a) = EλEπ,Pλ

[ ∞∑

t=0

d(t)R(st, at)|s0 = s, a0 = a

]
(1)

where λ ∼ H and Eπ,Pλ implies that st+1 ∼ Pλ(·|st, at) and at ∼ π(·|st). This formulation supports an equivalence
between the value function of an MDP with a discount function and MDP with a hazard distribution.
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3 Computing Hyperbolic Q-Values From Exponential Q-Values

We can re-purpose exponentially-discounted Q-values to compute hyperbolic (and other-non-exponential) discounted
Q-values. The central challenge with using non-exponential discount strategies is that most RL algorithms use some form
of TD learning [17]. This family of algorithms exploits the Bellman equation which, when using exponential discounting,
relates the value function at one state with the value at the following state Qγ

t

π (s, a) = Eπ,P [R(s, a) + γQπ(s′, a′)] where
expectation Eπ,P denotes sampling a ∼ π(·|s), s′ ∼ P (·|s, a), and a′ ∼ π(·|s′).

Being able to reuse the literature on TD methods without being constrained to exponential discounting is thus an important
challenge. By using a simple change of variables λ = e−γ relating hazard rate in Sozou’s formulation [16] to discount rate
in RL we may model hyperbolic as well as other non-exponential discount schemes through simple integrals over γ.

Lemma 3.1. Let QH,γπ (s, a) be the state action value function under exponential discounting in a hazardous MDP <
S,A, R, P,H, γt > and let QH,dπ (s, a) refer to the value function in the same MDP except for new discounting < S,A, R, P,H, d >.
If there exists a function w : [0, 1]→ R such that

d(t) =

∫ 1

0

w(γ)γtdγ (2)

which we will refer to as the exponential weighting condition, then

QH,dπ (s, a) =

∫ 1

0

w(γ)QH,γπ (s, a)dγ (3)

For example, the hyperbolic discount d(t) = 1
1+kt can be expressed as the integral 1

k

∫ 1

γ=0
γ1/k+t−1dγ = 1

1+kt where
γ = [0, 1). This integral can be derived and the w(γ) = 1

kγ
1/k−1 identified via the change of variables γ = e−λ applied to

Sozou’s Laplace transform [16] of the priorH = p(λ). This procedure allows us to express alternative discount factors in
reinforcement learning.

4 Approximating the Discount Factor Integral

We now present a practical approach to approximate discounting Γ(t) = 1
1+kt using standard Q-learning [20]. To avoid

estimating an infinite number of Qγπ-values we introduce a free hyperparameter (nγ) which is the total number of Qγπ-
values to consider, each with their own γ. We choose a practically-minded approach to choose G = [γ0, γ1, · · · , γnγ ] that
emphasizes evaluating larger values of γ rather than uniformly choosing points and empirically performs well as seen in
Sections 5, 6.

Each Qγiπ computes the discounted sum of returns according to that specific discount factor Qγiπ (s, a) =
Eπ [

∑
t(γi)

trt|s0 = s, a0 = a]. The set of Q-values permits us to estimate the integral through a Riemann sum (Equa-
tion 5).

QΓ
π(s, a) =

∫ 1

0

w(γ)Qγπ(s, a)dγ (4)

≈
∑

γi∈G
(γi+1 − γi) w(γi) Q

γi
π (s, a) (5)

where we estimate the integral through a lower bound. This approach is similar to that of [9] where each µAgent models a
specific discount factor γ. However, this differs in that our final agent computes a weighted average over each Q-value
rather than a sampling operation of each agent based on a γ-distribution.

5 Pathworld Results

We first test our approach in a synthetic environment, Pathworld. The agent makes one decision in Pathworld: which of
the N paths to investigate. Once a path is chosen, the agent continues until it reaches the end or until it dies. This is similar
to a multi-armed bandit, with each action subject to dynamic risk. The paths vary quadratically in length with the index
d(i) = i2 but the rewards increase linearly with the path index r(i) = i, presenting a non-trivial decision. At deployment,
an unobserved hazard λ ∼ H is drawn and the agent is subject to a per-time-step risk of dying of (1− e−λ). Note that this
takes inspiration from hazardous settings [16] since we determine time-preferences through risk to the reward. However,
alternative formulations investigate these time-preferences emerging when rewards are subject to variable-timing as is the
case in adjusting-delay procedure [11, 9].
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Figure 1 confirms this approximates the true hyperbolic value of each path when the hazard prior matches the true
distribution. Agents that discount exponentially according to a single γ (as is common in RL) incorrectly value the paths.
Through this procedure, we are able to train an RL agent that is robust to hazards in the environment.
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Figure 1: An unobserved hazard is drawn each episode
λ ∼ p(λ) and the agent is subject to a per-step risk of
the reward not being realized. When the agent’s hazard
prior matches the true hazard distribution, the value
estimate agrees well with the theoretical value. Expo-
nential discounts for many γ fail to well-approximate
the true value as seen to the right in Table 1.

Discount function MSE
hyperbolic value 0.002

γ=0.975 0.566
γ=0.95 1.461
γ=0.9 2.253
γ=0.99 2.288
γ=0.75 2.809

Table 1: The average mean
squared error (MSE) over each
of the paths in Figure 1 show-
ing that our approximation
scheme well-approximates the
true value-profile.

We examine further the failure of exponential discounting in this hazardous setting. For this environment, the true hazard
parameter in the prior was k = 0.05 (i.e. λ ∼ 20exp(−λ/0.05)). Therefore, at deployment, the agent must deal with
dynamic levels of risk and faces a non-trivial decision of which path to follow. Even if we tune an agent’s γ = 0.975 such
that it chooses the correct arg-max path, it still fails to capture the functional form (Figure 1) and it achieves a high error
over many paths (Table 1). If the arg-max action was not available or if the agent was proposed to evaluate non-trivial
intertemporal decisions, it would act sub-optimally.

6 Atari 2600 Results

With our approach validated in Pathworld, we now move to the high-dimensional environment of Atari 2600, specifically,
ALE [2]. We use the Rainbow variant from Dopamine [4] which implements three of the six considered improvements
from the original paper: distributional RL, predicting n-step returns and prioritized replay buffers.

The agent maintains a shared hidden representation h(s) of state, but computes nγ separate Q-value logits (one for each of
the γi) via Q(i)

π (s, a) = Wih(s) + bi where Wi and bi are the learnable parameters of the affine transformation for that logit.
On a random subset of 19 games from ALE we find performance improvements [5] of the Hyperbolic-Rainbow agent
(Hyper-Rainbow), however, to dissect these improvements, recognize that Hyper-Rainbow changes two properties from
the base Rainbow agent. First, the agent acts according to hyperbolic Q-values computed by our approximation described
above. Second, the agent simultaneously learns Q-values over many γ rather than a Q-value for a single γ.

The second modification can be regarded as introducing an auxiliary task [8]. Therefore, to attribute the performance
of each properly we construct a Rainbow agent augmented with the multi-horizon auxiliary task but have it still act
according to the original policy (Multi-Rainbow). That is, Multi-Rainbow acts to maximize expected rewards discounted
by a fixed γaction but now learns over multiple horizons.

We examine further and investigate the performance of this auxiliary task across the full Arcade Learning Environment.
Doing so we find strong empirical benefits of the multi-horizon auxiliary task on the Rainbow agent as shown in Figure 2.
This provides a clear demonstration of the usefulness of modeling multiple time-scales as was sought by earlier γ-net
work [15] and an alternative motivation from TD(∆) [13].

7 Discussion

This work challenges one of the basic premises of RL: that the agent should always maximize the exponentially discounted
returns via a single discount factor. Our deep RL agent instead builds a shared representation that efficiently learns over
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multiple horizons simultaneously. This permits us both a broader class of learning algorithms and this also improves
performance as a powerful auxiliary task that positively builds upon other improvements (distributional learning, n-step
returns) previously introduced. Many open questions remain including which time-preferences are beneficial in more
complicated environments and the general mechanism underlying the improvement of our auxiliary task and we hope
these findings and other related work piques additional inquiry.
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Environment (3 seeds each).
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Abstract
When faced with a complex problem, people naturally break it up into several simpler problems. This hierarchical decomposition of
an ultimate goal into sub-goals facilitates planning by reducing the number of factors that must be considered at one time. However,
it can also lead to suboptimal decision-making, obscuring opportunities to make progress towards multiple subgoals with a single
action. Is it possible to take advantage of the hierarchical structure of problems without sacrificing opportunities to kill two birds with
one stone? We propose that people are able to do this by representing and pursuing multiple subgoals at once. We present a formal
model of planning with compositional goals, and show that it explains human behavior better than the standard “one-at-a-time”
subgoal model as well as non-hierarchical limited-depth search models. Our results suggest that people are capable of representing
and pursuing multiple subgoals at once; however, there are limitations on how many subgoals one can pursue concurrently. We find
that these limitations vary by individual.

Keywords: planning; problem solving; hierarchy; goals
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1 Introduction

It’s Tuesday afternoon and you have a list of errands to run before you can return home to watch last night’s episode of The Bachelor.
You need to mail a letter, pick up broccoli for tonight’s stir fry, and drop off a book at the library. You are eager to get home to see
whether Hannah B. received one of the coveted roses, and thus want to accomplish these tasks as expediently as possible. There are
two library locations, four grocery stores, and who knows how many mail boxes in your town; how do you decide which location
of each to visit, and in what order? Unfortunately, you have been presented with the generalized traveling salesman problem, which
is known to be NP-hard (that is, potentially very difficult to solve). You might simplify the problem by focusing on only one errand
at a time, completing it as quickly as possible from wherever the last errand left you. But by taking this strategy you might miss
opportunities to save time overall–e.g., by going to the library location that is further from your house, but near the grocery store.

The ability of people to plan and problem solve can be formulated in terms of search over an internal representation of the prob-
lem space (Newell & Simon, 1972). However, the combinatorial explosion of possible action sequences makes exhaustive search
intractable, necessitating approximation strategies (Huys et al., 2015). One particularly valuable strategy for directing search is sub-
goaling (Donnarumma, Maisto, & Pezzulo, 2016). By focusing on a single subgoal at a time, one can ignore irrelevant actions and
features of the environment, effectively reducing the dimensionality of the problem space (Dietterich, 2000). However, this reduction
comes at a cost. Standard models of goal-setting and hierarchical planning assume that subgoals are context-free in the sense that they
are pursued independently, without consideration of the ultimate goal or future subgoals. As a result, opportunities to make progress
towards multiple subgoals at once will be missed. Nevertheless, people often do identify these opportunities. This poses a problem
for the standard one-at-a-time model of subgoal pursuit.

How might people reap the fruits of hierarchical decomposition without being hamstrung by the artificial boundaries it imposes on
problem solving? One possibility is that, contrary to the standard model, people are not limited to pursuing one goal at a time. That
is, perhaps they choose a subset of goals, and construct a plan that is optimal with respect to that subset. They might ask themselves,
for example, “What is the fastest way to get to both a grocery store and a library?”, leaving future goals such as dropping off a letter
for future consideration. We formalize this theory in a hierarchical planning framework. At the abstract level, the agent dynamically
constructs composite goals (or multigoals) from a set of primitive goals. Then, at the concrete level, the agent searches for a plan that
achieves the composite goal, disregarding future goals.

Here, we first discuss previous attempts to capture how people use subgoals to decompose problems. We then present a formalization
of the multigoal model as a type of hierarchical planning. To test this account, we assess how well it explains human behavior on a
classic problem solving task (Shallice, Broadbent, & Weiskrantz, 1982) and use a formal model comparison to show how it acccounts
for participant behavior better than alternative models.

2 Background

Much previous work in psychology studies how people use representations to make problem solving tractable. We focus on two
non-exclusive classes of strategies that have been studied: tree search and hierarchical decomposition. Tree search strategies take
inspiration from algorithms based on search through a decision tree, in which possible plans are simulated forward and evalu-
ated (Newell & Simon, 1972). For example, rather than consider plans that are arbitrarily long, people can engage in depth-limited
search that focuses resources on plans that can be taken within a certain time horizon (Keramati, Smittenaar, Dolan, & Dayan, 2016;
Krusche, Schulz, Guez, & Speekenbrink, 2018; MacGregor, Ormerod, & Chronicle, 2001). Alternatively, they may rely on local
signals of progress to avoid less promising plans without explicitly considering them (Huys et al., 2012).

However, approaches such as depth-limited search and heuristics are limited by their locality—what if the goal is in the distant
future, or even just out of reach of an arbitrary depth limit? What if the local cues are uninformative or simply do not exist? This,
in part, motivates complementary approaches based on hierarchical decomposition, in which a problem is holistically broken into
sub-problems, each of which is then solved independently (Botvinick, 2012; Sacerdoti, 1974). Such an approach can make decision-
making easier by reducing the resources needed to solve a given sub-problem at a particular time (Maisto, Donnarumma, & Pezzulo,
2015; Van Dijk, Polani, & Nehaniv, 2009). But this raises new problems: What is a good way to break down a task? And how exactly
should the identified hierarchy guide the choice of actions?

3 A Model of planning with multigoals

Multigoals extend standard goal-based hierarchical planning by allowing new subgoals to be constructed from primitive subgoals
on the fly. Formally, we define a multigoal, G , as a set of primitive subgoals. Following the options framework (Sutton, Precup, &
Singh, 1999), a subgoal g is defined by βg : S →{0,1}, which indicates whether a state satisfies the subgoal. A multigoal is satisfied
when all component subgoals are satisfied: βG (s) = ∏g∈G βg(s). Here, we focus on the simplest case of a two-level hierarchy. At the
abstract level the agent chooses a multigoal based on the current state and ultimate goal. At the concrete level, the agent attempts to
find a sequence of actions that satisfies the current multigoal.
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k = 2

k = 1

Figure 1: Planning with multigoals of different size k can lead to different action sequences. In this example, planning with k = 2
ensures that A is moved first which avoids extraneous actions at future states. Green blocks represent subgoals that have been satisfied
and blue blocks represent the subgoals in the current multigoal, used to plan the next action.

To focus on how multigoals are composed from subgoals, here, we assume that possible subgoals and their appropriate ordering are
given. Formally, the agent receives an ordered set of subgoals {g1,g2, . . .gn} such that completing all n subgoals in order amounts
to solving the ultimate goal. The abstract-level phase of planning is thus reduced to selecting k subgoals to pursue. Given k and the
multigoal, G(s;k) is simply the set of the next k incomplete subgoals, as illustrated in Figure 1. For example, if g1 has been completed
(βg1(s) = 1) and k = 2, we would have G(s;k = 2) = {g2,g3}. Admittedly, our assumption that possible subgoals and their ordering
are given eliminates a considerable amount of interesting complexity. However, it allows us to study multigoals without tackling the
full problem of multigoal selection. Relaxing this assumption is an important direction for future work.

Given a multigoal G , concrete-level planning uses tree search to find a lowest-cost path π that satisfy all subgoals in G . This search
process may be depth-limited. If no path of length d or less can be found that satisfies all the subgoals, the model chooses a path that
satisfies the largest possible number of subgoals. Thus, the action sequence is chosen by

argmax
π ∑

g∈G
βg(sπ)−λ|π| s.t. |π| ≤ d, (1)

where sπ is the final state on the path defined by the action sequence π and λ is a very small positive constant, with the effect that π
is chosen to maximize the first term (number of subgoals completed), using the second term (path length) as a tie-breaker.

There are several special cases of the model worth highlighting. When k = 1, we recover a standard hierarchical planning algorithm
in which only one subgoal is pursued at a time. When k = ∞, we recover a standard depth-limited search model with a heuristic cost
function defined by the number of incomplete subgoals. When d = ∞, the model optimally achieves each multigoal, but may still
perform suboptimally because future subgoals are not considered. And when d = k = ∞, the model always makes optimal choices.

4 Experiment: Measuring human multigoaling

To test the multigoal model, we conducted a Tower of London (ToL) experiment (Shallice et al., 1982) where an initial configuration
of stacked items must be rearranged to match a goal configuration by moving one item at a time. Our variant of ToL uses blocks
instead of disks and removes the restrictions on stack height. We additionally mark the blocks with letters and use a single standard
goal position to reduce working memory requirements. This results in an unambiguous subgoal ordering (Kaller, Rahm, Kstering, &
Unterrainer, 2011): One must put blocks in their place in reverse alphabetical order.

4.1 Methods

Each trial, participants were shown two configurations of stacked blocks marked with letters and asked to rearrange the blocks in one
stack to match the blocks in the goal configuration (Figure 2a). Only the top block of a stack can be moved, and the board is limited
to three columns. In all trials, the goal configuration is a single stack arranged in alphabetical order in the middle column.

Participants completed 3-, 4-, and 5-block tutorial trials and then completed sixteen 6-block test trials. Trials did not have a time
limit. Only test trials were analyzed. Problems were selected to maximize the difference in likelihood of the fixed k multigoal model
and the depth-limited model on data simulated from multigoal agents with k ∈ {1,2,3,4}. We recruited 41 participants from Amazon
Mechanical Turk. Each participant received $2 for completing the task, which took an average of 9 minutes.
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(a) (b)

Figure 2: Experiment. (a) Experimental interface. (b) Relative model performance. Each point is one model fit to one participant.
For ease of comparison, we normalize the AIC (Akaike information criterion) values for each participant by the AIC of their best
fitting model. The same additive transformation is applied to the AIC values for each model, and thus the mean differences between
models are not affected.

4.2 Model

According to the multigoal model, people select multiple subgoals to pursue concurrently, attempting to create a plan that satisfies
all k subgoals in the fewest steps. A subgoal in the experimental task corresponds to putting a block in its correct final position with
all prior subgoals completed (this ensures that subgoals will only be completed in order). Thus, we have an ordered set of subgoals
{gF ,gE ,gD,gC,gB,gA} such that completing them in order necessarily solves the full problem.

We derive model likelihoods as follows. Given a state and a value for k, the model selects a multigoal G(s;k) which is the set of the
next k uncompleted subgoals. Then, given this multigoal and a value for d, we find a set of optimal paths given by Equation 1. The
model uniformly selects among optimal actions or selects an action randomly with probability ε.

To test the multigoal model’s prediction that people can pursue more than one goal at a time, we employ formal model comparison.
The comparisons of greatest interest are special cases of the full model. A standard depth-limited search model sets k = ∞ and has
d (the search depth) as a free parameter. A standard hierarchical planning or subgoaling model sets k = 1, allowing for only one
subgoal to be pursued at a time, and also has d as a free parameter. In the full model, both k and d are free.

We consider two hypotheses for how k and d are chosen when they are free parameters. The first hypothesis is that the parameter is
fixed for each individual. For example, one person might always consider two subgoals at a time (k = 2) and search fourteen steps
into the future (d = 14). The second hypothesis is that k and d vary from decision to decision, but follow some distribution that is
particular to each individual. For example, one person might typically consider one subgoal at a time but occasionally pursue two
(or rarely, three) subgoals at a time. We consider two possible distributions for both k and d: the Geometric distribution, which has a
strong positive skew, and the Poisson distribution, which can distribute mass more evenly around a mean. Because these distributions
both have a single parameter, they do not increase the number of parameters in the full model. To compute the likelihood, we integrate
out the latent k and d parameters. We fit all models by maximum likelihood estimation. For discrete parameters we used grid search,
considering all possible values of k ∈ {1 . . .6} and values of d ∈ {1 . . .15}. We chose 15 as this was the farthest a participant ever
was from a goal state. For continuous parameters, we used L-BFGS.

4.3 Results

Models were fit separately for each participant. Results are summarized in Figure 2. We highlight three primary results below.

First, all models that include multigoals explain the data significantly better than the k = 1 model. This suggests that people are not
limited to pursuing one subgoal at a time. That being said, for some participants, the best fitting pk parameter in the Geometric k/d
model was close to one, resulting in single subgoal planning in most cases. In particular pk was greater than 0.95 for 17 out of 41
participants, suggesting that these participants considered more than one subgoal at most 5% of the time.

Second, all models with free k parameters performed better than the models with free d parameters. This suggests that limits on
composite subgoal representations provide a better explanation for participants’ behavior than limits on the depth of search. However,
models that include both kinds of limits perform best. This suggests that human problem solving may be jointly constrained by
subgoal representations and search depth, and that these two constraints each provide unique contributions to explaining behavior.

Third, models with distributions over model parameters k and d always performed better than the corresponding models with fixed
parameters. This suggests that people consider different numbers of subgoals and search to varying depths at different points. This
effect could be due to changing problem structure: The configuration of blocks at any moment may determine, for example, the
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number of subgoals a person is capable of considering. An alternative (although not mutually exclusive) explanation is that our
participants adaptively adjusted the complexity of their multigoals, choosing how much effort to put into the problem based on an
estimate of how much doing so will improve their performance (Lieder & Griffiths, 2017; Shenhav et al., 2017).

5 Discussion

People often solve complex problems by breaking them down into simpler problems. The importance of subgoals has been long
recognized, and they play a critical role in the most successful models of human problem solving (Anderson, 2013; Laird, Newell,
& Rosenbloom, 1987; Newell & Simon, 1972). However, these models are limited by the assumption that only one subgoal can
be pursued at a time. To address this limitation, we have extended the classic subgoaling model with the notion of a multigoal, a
composite subgoal that is constructed on the fly and pursued concurrently. Through a formal model comparison, we showed that the
multigoal model explains data better than a standard one-at-a-time subgoal model or a model that ignores subgoal structure altogether.

We have presented a theory of how people might represent and pursue multiple concurrent subgoals, and we have provided prelimi-
nary evidence that they do this. Future work will need to determine in greater detail how people select which subgoals to pursue at
any moment. Thus, in the context of the experiment, we treat k as a latent variable to be inferred, not predicted. A more complete
model would explain why people choose the k they do, perhaps as a function of problem complexity or stakes. Such a theory could be
constructed within the framework of resource-rational analysis (Griffiths, Lieder, & Goodman, 2014), predicting that people choose
a k to optimize a trade-off between the efficiency of the problem solution and the cost of representing and pursuing more complex
multigoals. An important open question is how to quantify the cost of a multigoal, or even a standard subgoal.

Another major direction for future work is to remove the simplifying assumption of subgoal-ordering. This assumption allows us to
reduce the problem of composing multigoals from a set of subgoals to the problem of selecting a single integer k, greatly simplifying
model specification and inference. However, many of the problems people are faced with do not have such an assumed ordering.
To return to the initial motivating example, you do not know a priori whether you should go to a grocery store or library first.
Unfortunately, choosing a multigoal from an unordered set of subgoals is a daunting task. With n basic subgoals, there are

(n
k

)
possible multigoals of size k that you could construct. But fortunately, as Colton demonstrates when he hands out roses at the end of
each episode, people are entirely of capable of choosing k out of n options.
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Abstract

The Pommerman Team Environment is a recently proposed benchmark which involves a multi-agent domain with
challenges such as partial observability, decentralized execution (without communication), and very sparse and delayed
rewards. The inaugural Pommerman Team Competition held at NeurIPS 2018 hosted 25 participants who submitted a
team of 2 agents. Our submission nn_team_skynet955_skynet955 won 2nd place of the “learning agents” category.
Our team is composed of 2 neural networks trained with state of the art deep reinforcement learning algorithms and
makes use of concepts like reward shaping, curriculum learning, and an automatic reasoning module for action pruning.
Here, we describe these elements and additionally we present a collection of open-sourced agents that can be used for
training and testing in the Pommerman environment. Relevant code available at: https://github.com/BorealisAI/
pommerman-baseline
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1 Introduction

The Pommerman environment for benchmarking Multi-Agent Learning is based on the classic console game Bomberman.
The team competition involves 4 bomber agents initially placed at the four corners of an 11×11 board. Each two diagonal
agents form a team. At every step, each agent issues an action simultaneously from 6 discrete candidate moves: moving
left, right, up, down, placing a bomb, or stop. The bomb action is legal as long as the agent’s ammo is greater than 0,
and any illegal action is superseded with stop by the environment. Each cell on the board can either be a passage, a
rigid wall, or wood. Only passage is passable for the agent. Wood would be destroyed if it is covered by an exploding
bomb’s flame while a rigid location is unaffected. Also, when wood is destroyed a powerup might appear (according
to some probability) at the same location. There are 3 types of powerups: ExtraBomb, EnableKick, and ExtraBlast
for which the agent respectively, increases its ammo by 1, acquires the ability to kick bombs, and rises its bombs’ blast
strength by 1.

The game starts with a procedurally generated random map and each agent initially has an ammo of 1 and
blast strength of 2. Whenever an agent places a bomb, it explodes after 10 time steps, producing flames that
have a lifetime of 2 time steps and a radius of the bomb placing agent’s blast strength. The game ties when both
teams have at least one agent alive after 800 steps. The team environment is also partially observable, meaning each agent
can only see the local board with a radius of 4 cells, see Figure 1(a).

Pommerman is a challenging benchmark for multi-agent learning and model-free reinforcement learning, due to the
following characteristics:

Sparse and deceptive rewards: the former refers to the fact that the only non-zero reward is obtained at the end of an
episode. The latter refers to the fact that quite often a winning reward is due to the opponents’ involuntary suicide,
which makes reinforcing an agent’s action based on such a reward deceptive. Note that suicide happens frequently during
learning since an agent has to place bombs to explode wood to move around on the board, while due to terrain constraints,
in some cases, performing non-suicidal bomb placement requires complicated, long-term, and accurate planing.

Delayed action effects: the only way to make a change to the environment (e.g., bomb wood or kill an agent) is by
means of bomb placement, but the effect of such an action is only observed when the bomb’s timer decreases to 0; more
complications are added when a placed bomb is kicked to another position by some other agent.

Imperfect information: an agent can only see its nearby areas. This makes the effect of certain actions, such as bomb
kicking, unpredictable. Indeed, even detecting which agent placed the exploding bomb is intractable in general because of
the hidden information of the board.

Uninformative multiagent credit assignment: In the team environment, the same episodic reward is given to two
members of the team. It may not be clear how to assign credit to individual agents. For example, consider an episode
where an agent eliminates an opponent but then commits suicide, and its teammate eliminates the remaining opponent.
Under this scenario, both team members get a positive reward from the environment, but this could reinforce the suicidal
behaviour of the first agent. Similarly, one agent could eliminate both opponents whereas its teammate just camps; both
agents would get positive rewards, reinforcing a lazy agent [7].

2 Skynet955

nn_team_skynet955_skynet955 is a team composed of two identical neural networks, where skynet955 is trained
after equipping the neural net agent with an “ActionFilter” module for 955 iterations. The philosophy is to instill prior
knowledge to the agent by telling the agent what not to do and let the agent discover what to do by trial-and-error. The
benefit is twofold: 1) the learning problem is simplified since suicidal actions are removed and bomb placing becomes
safe; and 2) superficial skills such as not moving into flames and evading bombs in simple cases are handled. Below we
describe the main components of our team: the ActionFilter and the reinforcement learning aspect.

ActionFilter We designed the filter to speed up learning so that agents can focus on higher level strategies. The filter
thus serves as a safety check to provide more efficient exploration. The ActionFilter is implemented by rules shown in
Table 1. Note that for the “avoiding suicide” rules, skynet955 implemented a simple version of them (e.g., a moving
bomb was simply treated as static); a full implementation would arguably make the agent stronger. It is worth mentioning
that the above ActionFilter is extremely fast. In our experiments, together with neural net evaluation, each action takes
≈ 3 ms on a GTX 1060 GPU on average, while the time limit in the competition is 100 ms per move. Also, we note that
another natural approach for “bomb placement” pruning is conducting a lookahead search using “avoding suicide” rules;
this is perhaps better than the crude rules described above. We think this ActionFilter will be useful for learning agents
within the Pommerman domain, since it can constrain the action space during learning without significantly affecting the
overall team strategy. Ideally, one can even start model-free learning with the filter, and once an agent acquires some basic
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Figure 1: (a) An example team environment Pommerman game. On the right is shown the partial observation (a limited
area around) for each agent. (b) Winning percentage of the learning team against a team of Static opponents and a team
of Smart random opponents.

Table 1: ActionFilter rules
Avoiding Suicide Not going to positions that are flames on the next step.

Not going to doomed positions, i.e., positions where if the agent were to go there the agent would have no way to
escape. For any bomb, doomed positions can be computed by referring to its blast strength, blast range,
and life, together with the local terrain.

Bomb Placement Not place bombs when teammate is close, i.e., when their Manhattan distance is less than their combined blast
strength.
Not place bombs when the agent’s position is covered by the blast of any previously placed bomb.

skills, it can be unplugged from the neural network so that strategy bias by filter is completely removed. For this reason,
we have open-sourced an implementation of the ActionFilter.1

Reinforcement Learning As depicted in Figure 2, the architecture contains 4 convolution layers, followed by policy and
value heads. The input contains 14 features planes, each of shape 11×11, similar to [9]. It then convolves using 4 layers
of convolution, each has 64 3×3 kernels; the result thus has shape 11×11×64. Then, each head convolves using 2 1×1
kernels. Finally, the output is squashed into action probability distribution and value estimation, respectively. Such a
two-head architecture is a natural choice for Action-Critic algorithms, as it is generally believed that forcing policy and
value learning to use shared weights could reduce over-fitting [10].

Instead of using an LSTM to track the history observations, we use a “retrospective board” to remember the most recent
value at each cell of the board, i.e., for cells outside of an agent’s view, in the “retrospective board” its value is filled with
what was present when the agent saw that cell the last time. The input feature has 14 planes in total, where the first
10 are extracted from the agent’s current observation, the rest 4 are from “retrospective board.” We initially performed
experiments with an LSTM to track all previous observations; however, due to computational overhead on top of the
already prolonged training in Pommerman domain, we decided to replace it with the “retrospective board” idea, which
yielded similar performance but was significantly faster.

1 https://github.com/BorealisAI/pommerman-baseline

Figure 2: Architecture used for the skynet955 agents
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Table 2: Reward Shaping for skynet955 agents
Going to a cell not in a 121-length FIFO queue gets 0.001. At the end of a game, dead agent in the winning team gets 0.5.
Picking up kick gets 0.02. For draw games, all agents receive 0.0.
Picking up ammo gets 0.01. On one enemy’s death gets 0.5.
Picking up blast strength gets 0.01. On a teammate’s death gets −0.5.

The neural net is trained by PPO [10], minimizing the following objective:

o(θ;D) =
∑

(st,at,Rt)∈D

[
−clip( πθ(at|st)

πoldθ (at|st)
, 1−ε, 1+ε)A(st, at)+

α

2
·max

[
(vθ(st)−Rt)2, (voldθ (st)+clip(vθ(st)−voldθ (st),−ε, ε)−Rt)2

]]
,

(1)
where θ is the neural net, D is sampled by πoldθ , and ε is a tuning parameter. Refer to OpenAI baseline for details [10].

Curriculum Learning Training is conducted by letting two identical neural net players compete against a set of curricu-
lum [1] opponents: (i) Static opponent teams, where opponents do not move or place bombs. Competing against a team
of Static opponents teaches our agents to get closer to opponents, place a bomb, and move away to a safe zone. The
trained neural net is then used against the second opponent in the curriculum. (ii) SmartRandomNoBomb: players that do
not place bombs. Smart random means it has the ActionFilter as described earlier and the action taken is random (except
that bomb placing is disallowed). The reason we let SmartRandomNoBomb not place bombs is that the neural net can focus
on learning true “killing” skills, not a skill that solely relies on the opponent’s strategy flaw (e.g., the provided baseline
SimpleAgent has a significant flaw where the competitor can diagonally block and make SimpleAgent be killed by
its own bomb). This avoids the “false positive” reward signal caused by opponent’s involuntary suicide. Competing
against a team of SmartRandomNoBomb helps our agents to learn better battling skills such as using the topological map
to corner the opponents and pursuing opponents.

Reward shaping: To cope with the sparse reward problem, a dense reward function is added during the learning, see
Table 2. It should be noted the above hand designed reward function is still noisy in the sense that an agent’s contribution
was not clearly separated.

Results: Figure 1(b) shows the learning curves against Static and SmartRandomNoBomb teams. In our training, each
iteration contains 120 games, produced in parallel by 12 actor workers. The curves show that, against Static agents, the
neural net achieved wining percentage around 70%, while against SmartRandomNoBomb, it never reached 20%. We note
that because the opponents do not place bombs, the rest of the games are almost all draws. The learning seems to be slow,
in part because playing against SmartRandomNoBomb, a large number of games were ended with draws, which gives
reward signal 0 in our training.

In the competition, our team was composed of two identical neural net models, at each step, for each of our agent, each
action typically costs one to several milliseconds, while the time limit is 100ms per move. The submitted agent skynet955
was the neural net model at iteration 955 obtained in training against SmartRandomNoBomb team, as by the time of
submission only around 1000 iterations were finished. Throughout our training and testing, only the V0 environment
(which has no wall collapsing) was used. By contrast, in the competition, the V1 (which has wall collapsing, meaning at
certain time step, the boarder passages will suddenly change to rigid walls, and any agent that happens to be in any of the
corresponding cells dies) was used.

An open-sourced collection of agents for Pommerman Against SimpleAgent, it is not difficult to train a non-placing-
bomb neural net agent that wins by diagonally blocking and forcing SimpleAgent to get stuck on its self-placed bomb.2
This strategy flaw of SimpleAgent stems from its hand-crafted heuristic strategy for enemy engagement and bomb
placement. Learning agents exploit this flaw and the learned policy does not generalize against other opponents types.
Therefore, we propose and open source different agents to be used for training, see Table 3.

StaticAgent is an extremely simple agent that always executes the stop action, the advantage of using this agents is
that rewards are noise-free. SmartRandomNoBomb agent is a very challenging opponent. It moves randomly among
the filtered actions, therefore learning against it provides better generalization. It does not place bombs, and thus never
commits suicide. In contrast to SimpleAgent and CautiousAgent, it does not use Dijkstra, and it takes less time to act.

CautiousAgent is based on a modification of SimpleAgent, the main idea is to only let this agent place a bomb when it
is certain to kill an opponent. However, with this adaptation, the “weak” opponent SimpleAgent is instantly turned into
a “strong” player. Killing this agent requires quite advanced skills. When learning against this opponent, a large number

2https://youtu.be/3yUhI46Xx8o
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Table 3: Description of different agents. Our open-sourced agents: StaticAgent, SmartRandom,
SmartRandomNoBomb and CautiousAgent, will be helpful to baseline against and to train against. The bottom 3
agents are relatively stronger than the provided baseline, less prone to exploitation due to higher level of stochasticity, and
fast decision makers to be used during training.

SimpleAgent (Provided by Pommer-
man)

A heuristic agent that uses Dijkstra and rules for navigation, tune-up collection,
and simple attacks.

StaticAgent A boring agent that always executes the stop action. Helpful for learning agents
as rewards are noise-free.

SmartRandom (Random agent + Ac-
tionFilter)

Takes random actions from the filtered action space. Stochastic but careful
actions render it a competitive opponent for RL agents.

SmartRandomNoBomb (Random agent
+ ActionFilter + No Bombing)

Similar to SmartRandom but force the agent not place bomb at all.

CautiousAgent (Modified Sim-
pleAgent)

The modification enables the agent to place a bomb if and only if it guarantees a
kill.

Skynet955 (Neural Network agent) Agent that is trained with PPO using reward shaping, ActionFilter, and opponent
curriculum learning.

of games ended with draws, or the challenger is killed. For example, in our tests, our Skynet agent can easily achieve 70%
wining percentage against SimpleAgent team, but only around 10% against CautiousTeam, if not excluding draws.

3 Conclusions and Future work

In spite of the good performance of our skynet agents, there are still many potential avenues for future research. For
example, recent innovations, such as curiosity [2, 8], centralized learning with decentralized execution [5], or difference
rewards [4] have shown to be able to produce good results in related domains, it remains to experimentally verify how
effective they would be in the challenging domain of Pommerman.

One challenge of multi-agent learning in partial observable environments is the credit assignment for each individual
agent’s behavior [3, 6]. Whenever there is a success or failure, it is important to correctly identify who is to reward
or blame. Unfortunately, the original environment provided by Pommerman does not provide any such information.
However, if centralized training [5] can be used by revising the environment, information might be helpful in devising
more accurate reward function, for example: identification of bombs’ owners and bombs’ kickers; in general for any
relevant event occurred (wood destruction, enemy’s death, etc.) identifying which agent is to reward or blame could be
based on who is responsible for the corresponding exploding bomb. Lastly, an ensemble consists of multiple neural net
models may also improve the playing performance in the competition setting.
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Abstract

Autonomy is fundamental for artificial agents acting in complex real-world scenarios. The acquisition of many different
skills is pivotal to foster versatile autonomous behaviour and thus a main objective for robotics and machine learning.
Intrinsic motivations have proven to properly generate a task-agnostic signal to drive the autonomous acquisition of
multiple policies in settings requiring the learning of multiple tasks. However, in real-world scenarios tasks may be
interdependent so that some of them may constitute the precondition for learning other ones. Despite different strategies
have been used to tackle the acquisition of interdependent/hierarchical tasks, fully autonomous open-ended learning in
these scenarios is still an open question. Building on previous research within the framework of intrinsically-motivated
open-ended learning, we propose an architecture for robot control that tackles this problem from the point of view of
decision making, i.e. treating the selection of tasks as a Markov Decision Process where the system selects the policies
to be trained in order to maximise its competence over all the tasks. The system is then tested with a humanoid robot
solving interdependent multiple reaching tasks.

Keywords: Interdependent Tasks, Hierarchical Skill Learning, Intrinsic Moti-
vations, Reinforcement Learning, Autonomous Robotics
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1 Introduction

Autonomous acquisition of many different skills is necessary to foster behavioural versatility in artificial agents and
robots. While the learning of multiple skills per se can be addressed through different machine learning techniques
sequentially assigning a series of N tasks to the agent, autonomy implies that the agent itself has the capacity to select
on which task to focus at each moment and to shift between them in a smart way. Intrinsic motivations (IMs) have been
used in the field of machine learning and developmental robotics [15, 2] to provide self-generated reinforcement signals
driving exploration and skill learning [15, 18, 9]. Other works [3, 19, 7] implemented IMs as a motivational signal for
the autonomous selection of tasks (often called “goals”): the learning progress in accomplishing the tasks is used as a
transient reward to select goals in which the system is making the most learning progress [10, 17].

In real-world scenarios, tasks may require specific initial conditions to be performed or may be interdependent, so that
to achieve a task the agent needs first to learn and accomplish other tasks. This latter case is of particular interest and
although it has been studied under different headings, it is still an open question from an autonomous open-ended
learning perspective. Hierarchical reinforcement learning [4] has been combined with IMs to allow for the autonomous
formation of skills sequences. These methods often tackle only discrete state and actions domains [20]; or focus on
the discovery of sub-goals on the basis of externally-given tasks [1] or under the assumption that sub-goals come as
predefined rewards [14], thereby reducing the autonomy of the agent learning process. Imitation learning methods have
also achieved important results in learning task hierarchies [8, 12, 13], also in association with IMs [5], but by definition
they rely on external knowledge sources (e.g., an “instructor”), which limits the agent’s autonomy.

We propose a reinforcement learning (RL) system for robot control that is capable of learning multiple interdependent
tasks by treating the selection of tasks/goals as a Markov Decision Process (MDP) where the agent selects goals to
maximise its overall competence.

2 Problem Analysis and Suggested Solution

From an RL perspective, learning of multiple goals can be treated as learning different policies πg , each one associated
with a different goal state g ∈ G. Such policies aim at maximising the return provided by a reward functionRg associated
with goal g (see e.g. [6]). For each g the system thus learn a policy

π∗
g(a|s) = argmax

π

Rg(πg) (1)

Since we are considering an open-ended learning scenario where no specific tasks are assigned to the robot, we assume
that the system does not aim at maximising extrinsic rewards, but rather a competence function C over the distribution
of goals G. Here, C is the sum of the agent’s competence Cg at each goal g as made possible by a given candidate goal-
selection policy Πt. In other words, competence is a measure of the agent’s ability to efficiently accomplish different
goals by allocating its time among them using a given policy Πt. Each goal can thus be associated with an MDP where
the agent is tasked with learning to maximise the competence Cg for that goal rather than the goal’s extrinsic reward Rg .
If we consider a finite time horizon T , the robot needs to properly allocate its training time to the goals that guarantee the
highest competence gain. To do so, the system may use the current derivative of the competence δC (w.r.t. time) as an
intrinsic motivation signal to select the goal with the highest competence improvement at each time step t, where time
here refers to one training step over a given task. The problem of task selection can thus be described as an N -armed
bandit (possibly a rotting bandit due to the non-stationary transient nature of IMs) where the agent learns a policy Π to
select goals that maximise the current competence improvement δC:

Π∗ = argmax
Π

δC(Πt) (2)

The efficacy of this approach has been demonstrated in different works within the intrinsically motivated open-ended
learning framework [10, 11, 16]. If we constrain the feasibility of the goals to specific environmental conditions, goal
selection becomes a contextual bandit problem where the robot has to learn to select goals depending on its current state
s ∈ S. Equation 2 thus becomes:

Π∗(st) = argmax
Π

δC(Π(st)) (3)

where now the policy for selecting the goals to train needs to explicitly take into account the current state of the agent,
which may include information such as which other goals have already been accomplished. By making this change to the
objective, the system can bias the choice using the expected competence gain for each goal given different conditions. The
evaluation of the competence improvement for each goal can be done via a state-base moving average of performance at
achieving that goal given the current policy. If we now further assume a situation where goals are interdependent, so that
a goal may be a precondition for other ones, we shift to a different kind of problem where the state of the environment
depends on previously selected (and possibly achieved) goals. A sequence of contextual bandits where the context at
time t + 1 is determined by the “action” (here, goal selection) executed at time t, can be seen as an MDP over all the
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goal-specific MDPs for which the robot is learning the policy (a “skill”). This is a setting that hierarchical skill learning
methods have only scarcely addressed within a fully autonomous open-ended framework.

In this paper we propose that, given the structure of the problem, goal selection in the case of multiple interdependent
tasks can be treated as an MDP and, consequently, can be addressed via RL algorithms that transfer intrinsic-motivation
values between interrelated goals. In particular, in the following sections we show how a system implementing goal
selection with a standard Q-learning algorithm is able to outperform systems that treat goal selection as a standard
bandit or contextual bandit problem.

3 Experimental Setup and System Comparison

To test our hypothesis we compared different goal-selection systems in a robotic scenario with a simulated iCub robot
(Fig. 1) that has to reach and “activate” 6 different spheres. We present results comparing three algorithms (discussed
below) in two experimental scenarios:
1) Environmental Dependency/Contextual Bandit Setting: the activation of a sphere, by having the robot touch it, is depen-
dent on some environmental variable. In this setting we assume a state feature (the “contextual feature”) that is set to 1.0
with 50% probability at the beginning of each trial, and to 0.0 otherwise. The environment is composed of a total of six
spheres that the agent needs to learn to activate: three can only be activated when the contextual feature is on, and the
other three only when it is off.
2) Multiple Interrelated Tasks/MDP Setting: the “achievability” of a task (activation of a sphere) is now dependent on the
activation status of the other spheres. In this scenario, the fact that the robot has previously achieved or not a goal (or set
of goals) constitutes the precondition for the achievement of other goals, thus introducing interdependencies between
the available tasks.

Figure 1: The simulated iCub robot in our experimental setup: when a sphere is touched (given its preconditions) it
“lights up”, changing its colour to green.

Figure 2: Performance of GRAIL and C-GRAIL in the first experiment

In this paper we compare three goal-selection systems that build upon the existing GRAIL architecture [19]. This ar-
chitecture is generally composed of two components: a high-level component, called the “goal selector” (GS), which
performs task selection on the basis of competence-based intrinsic motivations; and a low-level component composed of
a set of low-level experts (one per task or goal); each expert is an actor-critic neural network implementing a candidate
policy for achieving a goal. In the original version of GRAIL, the GS component receives no input from the environment
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Figure 3: Performance of C-GRAIL and M-GRAIL over the 6 goals in the second experiment

and selects goals as in a standard bandit setting, where each arm/goal is evaluated on the basis of an exponential moving
average (EMA) of the previously-acquired intrinsic rewards associated with achieving that goal. We now discuss two
different versions of GRAIL that, by modifying the GS component, are able to cope with the added complexity of the
scenarios described above. The first, called Contextual-GRAIL (C-GRAIL), provides as input to the GS the state of the
environment, which can be composed of standard state features or also features describing the status of different goals
(e.g features describing whether each sphere is activated). The GS then selects tasks to practice as in a contextual bandit
where different EMAs are associated with different contexts. A second possible modification to GRAIL, called Markovian-
GRAIL (M-GRAIL), provides the same input to the GS as in C-GRAIL, but treats goal selection as an MDP and solves it
by modeling the temporal interdependency between goals as the temporal dependency between consecutive states in an
MDP; it then uses Q-learning to assign a value to each goal, where values represent the long-term benefits of practicing
that goal considering the intrinsic rewards that goals that depend on it may provide in the future.

4 Results

In our first experiment we compare GRAIL and C-GRAIL in a setup where the value of a contextual feature is used as
precondition to determine whether the agent can activate certain spheres. In particular, spheres a, c and e can only be
activated when the contextual feature (cf ) is set to 1.0, while spheres b, d and f can only be activated when cs is set to 0.0.
At the beginning of each trial, cf is set to 1.0 with 50% probability. While GRAIL selects tasks without considering the
environmental condition, C-GRAIL receives cs as input and performs task selection as in a contextual bandit. Fig. 2 shows
the performances of GRAIL and C-GRAIL on the 6 tasks during an experiment that lasts for 4000 trials. At the end of each
trial, the environment is reset (all spheres are set to “off”). C-GRAIL is able to properly learn all tasks in approximately
2000 trials, while GRAIL (at the end of the simulation) has achieved high competence in only two of the tasks. This is
because GRAIL performs selection (and value assignment) without taking the status of the cs into account, which is by
construction important to determine whether spheres can be activated. While C-GRAIL can properly generate IMs for
the different tasks only in those conditions where they can be in fact be achieved, GRAIL “wastes time” in selecting tasks
even when they cannot be trained, thus impairing the learning process.

In our second experiment we introduce interdependencies between goals. In particular, sphere f can be activated only
if sphere c is already active, while sphere a can be activated only when f is on. This implies that to light up sphere a,
the robot has to first turn on spheres c and f . Other spheres have no dependencies. We ran simulations for 1500 epochs,
each one lasting 4 trials, for a total of 6000 trials. At the end of each epoch we reset the environment; during each epoch,
spheres retain their current status as determined by the actions of the robot.

Based on the first experiment we can observe that GRAIL is not capable of properly performing autonomous learning
when tasks are dependent on preconditions; we thus evaluated C-GRAIL and M-GRAIL to study whether they help
tackle the interdependent-task setting. Both algorithms provide as input to the goal selector, at each step, the status of
the six spheres (“on” or “off”); however, they assign values to each candidate goal in different ways, as briefly discussed
in Section 3. By comparing the performances of C-GRAIL and M-GRAIL (Fig. 3) we observe that while M-GRAIL reaches
a perfect overall performance after about 975 epochs, C-GRAIL achieves a high performance on all goals only at the very
end of the experiment.

Although both systems are capable of assigning positive values to goals only in states where their preconditions are
satisfied, C-GRAIL is negatively affected whenever achieving a task such as a requires that the agent first satisfy a
number of previous preconditions. Intuitively, a is “distant” from the initial condition of the system, where all spheres
are off. Furthermore, whenever a task is completely learned (the robot has an optimal policy for performing a goal), the
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intrinsic motivation for selecting it gradually disappears. This may lead to a situation where the robot starts selecting
tasks almost at random due to the absence of intrinsic rewards, thus wasting trials in selecting goals that cannot be
achieved at that moment. As a result, even though the robot may have an intrinsic motivation reward for practicing a
goal (e.g. activating sphere a), it does not have intrinsic motivation for first practicing the goals that are preconditions
to a; it is not, thus, capable of systematically putting the environment in the proper conditions to train a. M-GRAIL, by
contrast, can rapidly learn all tasks: even when (similarly to C-GRAIL) it is no longer intrinsically motivated in achieving
“simple” goals per se (i.e., goals with few preconditions), it ensures that the robot continues to select those goals thanks
to the Q-learning algorithm, which propagates the intrinsic motivations for solving task a back to the tasks that are a’s
preconditions.
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Abstract

Domain randomization is a popular technique for zero-shot domain transfer, often used in reinforcement learning
when the target domain is unknown or cannot easily be used for training. In this work, we empirically examine the
effects of domain randomization on agent generalization and sample complexity. Our experiments show that domain
randomization may lead to suboptimal policies even in simple simulated tasks, which we attribute to the uniform sampling
of environment parameters. We propose Active Domain Randomization, a novel algorithm that learns a sampling strategy
of randomization parameters. Our method looks for the most informative environment variations within the given
randomization ranges by leveraging the differences of policy rollouts in randomized and reference environment instances.
We find that training more frequently on these proposed instances leads to faster and better agent generalization. In
addition, when domain randomization and policy transfer fail, Active Domain Randomization offers more insight into
the deficiencies of both the chosen parameter ranges and the learned policy, allowing for more focused debugging. Our
experiments across various physics-based simulated tasks show that this enhancement leads to more robust policies, all
while improving sample efficiency over previous methods.

Keywords: reinforcement learning, domain randomization, continuous control
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1 Introduction

Recent trends in Deep Reinforcement Learning (DRL) exhibit a growing interest for zero-shot domain transfer, i.e. when a
policy is learned in a source domain and is then tested without finetuning in an unseen target domain. Zero-shot transfer is
particularly useful when the task in the target domain is inaccessible, complex, or expensive, such as gathering rollouts
from a real-world robot. An ideal agent would learn to generalize across domains; it would accomplish the task without
exploiting irrelevant features or deficiencies in the source domain (i.e., approximate physics in simulators), which may
vary dramatically after transfer. Any agent that fails this transfer task falls prey to the domain adaptation problem.

One promising route to zero-shot transfer has been domain randomization (Tobin et al., 2017). The approach is simple: when
episodically training a policy in a simulator, uniformly randomize every environment parameter of the simulation (e.g.
friction, motor torque) across predefined ranges. By randomizing everything that might vary in the target environment,
the hope is that eventually, the target domain will be just another variation. Yet, domain randomization is not without its
flaws. Recent works suggest that the sample complexity grows exponentially in terms of the number of randomization
parameters, even when dealing only with transfer between simulations (e.g., in Andrychowicz et al., 2018 Figure 8). In
addition, when using domain randomization unsuccessfully, policy transfer fails as a black box. After a failed transfer,
randomization ranges are tweaked heuristically via trial-and-error. Repeating this process iteratively, researchers are often
left with arbitrary ranges that do (or do not) lead to policy convergence without any insight into how those settings may
be beneficial or detrimental to the learned behavior.

In this work we investigate the impact of parameter sampling for domain randomization. We show that, in a reinforcement
learning setting, uniform sampling of environment parameters is suboptimal, and moreover, that the generalization
performance of the learned policy is much more sensitive to some parameters than others. This motivates the development
of our algorithm, Active Domain Randomization (ADR), which has the following benefits (which we claim as our
contributions):

1. ADR learns the most informative variations in the randomization space. Briefly, ADR searches for randomization
settings where the agent policy deviates most from its behavior in a reference environment. We find that such
environment instances correspond to harder versions of the problem and that prioritizing these samples in training
leads to faster and better generalization.

2. The learned sampling strategy of ADR is reusable and can be extracted to bootstrap new agents even more
efficiently while still maintaining the benefits of generalization.

3. ADR can provide insight into which dimensions and parameter ranges are most influential before transfer, which
can alert researchers of overfitting or simulation flaws before expensive experiments are undertaken.

We illustrate how ADR is applicable to a broad spectrum of domain adaption problems, by showcasing its benefits on a
variety of simulated, continuous control benchmarks.

2 Domain Randomization

Algorithm 1 Uniform Sampling Domain Randomiza-
tion

Input: Randomization Space Ξ, Simulator S
Initialize agent policy πθ
for each episode do

Initialize trajectory buffer Trand
// Uniformly sample parameters
for i = 1 to Nrand do
ξi ∼ U

[
ξi,low, ξi,high

]
// Generate, rollout in randomized env.
Ei ← S(ξi)
rollout τi ∼ πθ(·;Ei)
Trand ← Trand ∪ τi

end for
for each gradient step do

// Agent policy update
with Trand update:
θ ← θ + ν∇θJ(πθ)

end for
end for

Domain Randomization (DR) is a technique introduced to over-
come the domain adaptation issue, especially when training poli-
cies completely in simulation and transferring them in a zero-shot
manner to the real world.

DR requires a prescribed set of Nrand simulation parameters
to randomize, as well as corresponding ranges to sample them
from. This induces the notion of a randomization space Ξ ⊂ RNrand ,
where each randomization parameter ξi is bounded on a closed
interval {

[
ξi,low, ξi,high

]
}Nrand
i=1 . When a configuration ξ ∈ Ξ is

passed to a non-differentiable simulator S, it generates an envi-
ronment E, which the agent policy πθ sees and uses to train.

Generally, at the start of each episode, the parameters are uni-
formly sampled from the ranges, and the environment generated
from those values is passed to the agent policy πθ for training.

DR changes any to all parts of the task T ’s underlying Markov
Decision Process (MDP)1, with the exception of keeping R and
γ constant. DR therefore generates a multitude of MDPs that are
superficially similar, but can vary greatly in difficulty depending

1

Paper # 229 168



on the character of the randomization. Upon transfer to the target domain, the expectation is that policy has learned to
generalize across MDPs, and sees the final domain as just another variation.

The most common instantiation of DR, Uniform-Sampling Domain Randomization (USDR) is summarized in Algorithm 1.
USDR generates randomized environment instances Ei by uniformly sampling the randomization space. The agent policy
πθ is then trained on rollouts τi produced in those randomized environments.

3 Active Domain Randomization

3.1 Motivating Experiment

To motivate the need for a better sampling strategy, we begin by investigating the validity of the following claim: uniformly
sampling of environment parameters does not generate equally useful MDPs. We do so by performing an experiment on a toy
environment, LunarLander-v2, where the agent’s task is to ground a lander in a designated zone, and is rewarded
based on the quality of landing (fuel used, impact velocity, etc). Parameterized by an 8D state vector and actuated by
a 2D continuous action space, LunarLander-v2 has one main axis of randomization that we vary: the main engine
strength (MES).
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Figure 1: Generalization for various agents who
saw different main engine strength ranges.

Targeting the uniform sampling strategy in DR, we aim to determine if
certain environment instances (different values of the MES) are more in-
formative - more efficient than others in terms of aiding learning speed
and generalization. We set the total range of variation for the MES
to be [8, 20] (the default is 13, and lower than 7.5 makes the environ-
ment practically unsolvable when all other physics parameters are held
constant) and find through simple tests that lower engine strengths
generate harder MDPs to solve. Under this assumption, we show the
effects of focused domain randomization by editing the ranges that the
main engine strength is uniformly sampled from.

We train multiple agents, with the only difference between them being
the randomization ranges for MES during training. The randomiza-
tion ranges define what types of environments the agent sees during
training.

Figure 1 shows the final generalization performance of each agent by
sweeping across the entire randomization range of [8, 20] and rolling
out the policy in the generated environments. We see that focusing on
harder MDPs improves generalization over traditional DR, even when
the evaluation environment is outside of the training distribution.

3.2 Active Domain Randomization

While interesting, the experiment in the previous section is problematic for two reasons:

1. It is rare that such intuitively hard MDP instances or parameter ranges are known beforehand.

2. DR is used mostly when the space of randomized parameters is high dimensional (noninterpretable).

To address these two issues, we extend our initial intuitions: not only are all parts of a randomization range not equally
informative, but also individual randomization dimensions are not equally useful to focus on. In LunarLander-v2, the
main engine strength is more crucial to task performance than the side engine strength, which only marginally affects
generalization performance when varied. An ideal randomization scheme would learn this inherent difference between
the dimensions’ values and focus on the most difficult environment instances rather than sampling uniformly across the
entire space.

To this end we propose ADR, summarized in Algorithm 2. ADR tries to find these informative MDPs within the
randomization space by formulating the search as an Reinforcement Learning (RL) problem. ADR attempts to learn a
policy µφ where the states are proposed randomization configurations ξ ∈ Ξ and actions are changes to those parameters.

We learn a discriminator-based reward for µφ, similar to the one originally proposed in Eysenbach et al. (2018):

rD = logDψ(y|τi ∼ πθ(·;Ei)) (1)

1The effects of DR on action space A are usually implicit or are carried out on the simulation side.
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where y is an boolean variable denoting the discriminator’s prediction of which type of environment (a randomized
environment Ei or reference environment Eref ) the trajectory τi was generated from. In our work, we define the Eref to be
the environment defined by the default parameter configuration ξref , which comes along with the original task definition.
Intuitively, we reward the policy µφ for finding regions of the randomization space that produce environment instances
where the same agent policy πθ acts differently than in the reference environment. The agent policy πθ sees and trains
only on the randomized environments (as it would in traditional DR), using the environment’s task-specific reward for
updates. As the agent improves on the proposed, problematic environments, it becomes more difficult to differentiate
whether any given state transition was generated from the reference or randomized environment. Thus, ADR can find
what parts of the randomization space the agent is currently performing poorly on, and can actively update its sampling
strategy throughout the training process.

Algorithm 2 Active Domain Randomization
Input: Ξ: randomization space, S: simulator, ξref :
reference parameters
Initialize πθ: agent policy, µφ: SVPG particles, Dψ:
discriminator, Eref ← S(ξref ): reference environ-
ment
while not max_timesteps do

for each sampling step do
rollout ξi ∼ µφ(·)

end for
for each ξi do

// Generate, rollout in randomized env.
Ei ← S(ξi)
rollout τi ∼ πθ(·;Ei), τref ∼ πθ(·;Eref )
Trand ← Trand ∪ τi
Tref ← Tref ∪ τref
for each gradient step do

// Agent policy update
with Trand update:
θ ← θ + ν∇θJ(πθ)

end for
end for
// Calculate reward for each proposed environment
for each τi ∈ Trand do

Calculate reward with associated ξi and Ei us-
ing Eq. (1)

end for
// Update randomization sampling strategy
for each particle µφi do

Update particles using SVPG
end for
// Update discriminator
for each gradient step do

Update Dψ with τi and τref using SGD.
end for

end while

To encourage sufficient exploration in high-dimensional random-
ization spaces, we parameterize µφ with Stein Variational Policy
Gradient (SVPG). SVPG benefits from multiple, diverse policies
and gives the agent policy πθ the same type of environment va-
riety seen in DR while still using the learned reward to hone
in on problematic MDP instances. In addition, SVPG is highly
parallelizable, which allows us to gather agent rollouts across
various randomized environments simultaneously (Lines 7 to 18
of Algorithm 2).

4 Results

4.1 Implementation Details

To test ADR, we experiment on LunarLander-v22, a 2 degrees
of freedom (DoF) environment in which the agent has to softly
land a spacecraft, implemented in Box2D (detailed in Section 3.2).
Across all experiments, our agent policy is trained with Deep
Deterministic Policy Gradients (DDPG) (Lillicrap et al., 2015),
although the agent policy can be substituted with any other on
or off-policy algorithm with only minor changes to Algorithm
2. Our discriminator-based reward generator is a three layers,
128-neurons, Fully Connected Neural Network (FCN).

The simulator parameter sampling strategy is parameterized
by SVPG with RBF Kernel and temperature α = 10, and we
use Advantage Actor-Critic (A2C) to calculate unbiased and low
variance gradient estimates. Each of the SVPG particles is also
an FCN of two layers of 100 neurons each. All experiments
results are plotted (mean) averaged across five seeds, five trials
per evaluation point, with one standard deviation shown.

4.2 Toy Experiments

To investigate whether ADR’s learned sampling strategy pro-
vides a tangible benefit in both agent generalization and learning
speed, we start by comparing it against traditional DR (labeled
as USDR) on LunarLander-v2 and vary only the main engine
strength (MES). In Figure 3, we see that ADR approaches expert-levels of generalization whereas traditional DR fails to
generalize on lower MES ranges.

Figure 2 explains the flexibility of ADR by showing generalization and sampling distribution at various stages of training.
ADR starts by sampling approximately uniform for the first 650K steps, when it is apparent that it finds a deficiency in the
policy on higher ranges of the MES. As those areas become more frequently sample between steps 650K-800K steps, the
agent learns to solve all of the higher-MES environments, as shown by the generalization curve for 800K steps. As a result,
the discriminator is no longer able to differentiate reference and randomized trajectories from the higher MES regions, and
starts to reward environment instances generated in the lower end of the MES range, which improves generalization by
the completion of training.

2https://gym.openai.com/envs/LunarLander-v2/

3

Paper # 229 170



7.5 10.0 12.5 15.0 17.5 20.0
Engine Strength

200

100

0

100

200

300

Av
er

ag
e 

R
ew

ar
d

Generalization - LunarLander-v2

[Solved]
135K Steps
650K Steps
850K Steps
1M Steps

(a)

7.5 10.0 12.5 15.0 17.5 20.0
Engine Strength

0

100

200

300

400

Fr
eq

ue
nc

y

Sampling Frequency - LunarLander-v2

135K Steps
650K Steps
850K Steps
1M Steps

(b)

Figure 2: Agent generalization (a) and environment sampling frequency (b) throughout training on LunarLander-v2.
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Figure 3: Generalization on LunarLander-v2 for an expert interval selection, ADR, and USDR. Higher is better.
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Abstract

Autonomous driving is a challenging domain for control due to the vast scenario and environment complexities that
an agent will face. Designing a reward signal to learn end-to-end is not an easy task. In this work, we propose and
investigate a perception as prediction framework as an alternative perspective in autonomous vehicle following the
Horde framework. We investigate how to learn and use policy-based predictions of safety and speed in the problem
of adaptive cruise control (ACC) while also learning to predict safety from being rear-ended by other agents. We train
the predictors in three different simulation environments and design a few hand-crafted controllers to compare with an
LQR-based baseline in challenging ACC scenarios. We then do sim2real transfer of the predictions to the a Clearpath
robot and a Lincoln MKZ vehicle and demonstrate that the predictions can be used in the real-world.

Keywords: general value functions, prediction learning, autonomous driving

1 Introduction

Understanding the world by learning predictions and using those predictions to act intelligently in the world is becom-
ing an important topic of research, cf [1][2][3][4]. Modern theory of the brain shows that we are predictive machines
that constantly try to match incoming sensory inputs with predictions [5]. The Horde framework embraces this idea of
predicting sensorimotor signals [1] using general value functions to learn and make action and policy dependent pre-
dictions. There have been a number of successful applications of GVFs including controlling a myoelectric robotic arm
prosthesis [2] and controlling a laser welding robot from a camera [3].

In this work, we are interested in exploring a perception as prediction architecture in autonomous driving. A common
approach to designing an autonomous vehicle is to build layers to abstract the decision making that happens in planning
and controlling a vehicle [6]. The planning layers use the world model generated by perception tasks to decide on a
route, choose behaviors such as when to change lanes and then plan a path in the world. This is then passed to a control
layer that executes the plan produced by the planning layers including lateral (steering) and longitudinal control (throttle
and brake). Motivated by [5], we propose augmenting this architecture with action-oriented predictions where the key
difference is that the predictions provide a link between the agent’s actions and the sensor data. This is an important
distinction because it enables the autonomous agent to understand how the actions taken affect the sensor readings as
well as the objects detected by a traditional perception pipeline. This information is very helpful in allowing an agent to
understand what actions to take in order to achieve a variety of goals in the environment.

We demonstrate in our experiments that there is one target policy that is very useful in autonomous driving, and specif-
ically adaptive cruise control, and that is ”what will happen if I keep doing what I’m doing?” We believe this policy is
especially interesting in problems like autonomous driving where actions tend to change slowly over time and it provides
a signal that a controller can use to adjust its action.

2 Predicting Safety with GVFs

We borrow from a classical definition of safety in autonomous driving and adaptive cruise control using the inter-vehicle
distance model also called headway [7]. However, we extend this model to three dimensions to allow for use with high
dimensional LIDAR sensors as well as low dimensional radar sensors. The safety function is the pseudo-reward signal
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(also called the cumulant in general value function literature) which the predictor must learn to predict. The safety
cumulant function cf maps the current state st at time t to a ego safety score on the interval [0, 1]. There are two safety
zones in our implementation: ego safety (or front safety) and rear safety. The definition of front safety used is

cf (st) =

{
0, if nf > βf .

1, otherwise.
(1)

where nf is the number of points returned by either LIDAR or radar sensors that are inside the front safety zone (or box)
and βf ≥ 0 is a minimum threshold. The width of the front safety zone is the width of the vehicle and the height is the
height of the vehicle. The length of the front safety zone is the headway to the vehicle in front and is proportional to the
vehicle’s speed following the inter-vehicle distance model hf = dmin + vτ where τ is the desired headway in seconds,
dmin is the stand-still distance, and v is the current speed of the vehicle. For rear safety, we build a three dimensional
safety zone for the rear vehicle and calculate hr = dmin + vrτ where vr is the speed of the rear vehicle.

The safety cumulants are the signals that are predicted. We use a similar approach as [1] only instead of using the GQ(λ)
algorithm to learn a general value function, we use TD(λ = 0) to learn a general value function. In addition, the focus in
this work will be on learning general action value functions which may be more useful for control, where the prediction
is a function of state and action; thus, the predictive question is ”will I be safe if I take action a and take similar actions
thereafter?” The reason is that the predictive question can be viewed as a kind of predictive model of the world that
permits queries over a set of possible next actions.

The goal is to learn an estimator that predicts the return of the cumulant Gt defined by

Gt ≡
∞∑

k=0

(

k∏

j=0

γt+j+1)ct+k+1 (2)

where 0 ≤ γt < 1 is the continuation function and ct is the cumulant (pseudo-reward) sampled at time t. The general
value function is defined as Qπ(s, a) = Eπ[Gt|st = s, at = a, at+1:T−1 ∼ π, T ∼ γ] where π, γ, and c make up the
predictive question [1]. Each GVF Qπ is approximated with an artificial neural network parameterized by θ denoted as
q̂π(s, a, θ).

Using non-linear function approximation introduces potential challenges in learning because there is no proof of conver-
gence. In addition, off-policy learning where the target policy π may be different from the behavior policy µ could be
problematic with deep neural networks if importance sampling ratios are required.

The approach adopted here uses TD(λ = 0) [8] to learn the predictions using non-linear function approximation with an
experience replay buffer. The loss for the general value function q̂π(s, a, θ) is the squared TD error: L(θ) = Es∼dµ,a∼µ[(y−
q̂π(s, a, θ))2] where the target y is produced by bootstrapping a prediction of the value of the next state and action taken
from the target policy π given by y = Es′∼P,a′∼π[c+ γq̂π(s′, a′, θ)] where y is a bootstrap prediction using the most recent
parameters θ but is ignored in the gradient descent. dµ is the state distribution of the behavior policy µ and P is the
Markovian transition distribution over next state s′ given state s and action a. The time subscript on c and γ has been
dropped to simplify notation. If the agent behaves with the same policy as the target policy π such that µ(a|s) = π(a|s)
then the approach is on-policy learning otherwise it is off-policy. Note that this approach doesn’t correct for the state
distribution dµ because it still depends on the behavior policy µ. Both on-policy and off-policy approaches were tried but
since the behavior policy constructed to achieve suitable exploration was very similar to the target policy, no appreciable
difference was noticed.

When the agent observes a state s and chooses an action a according to its behavior policy, it receives cumulant c,
continuation γ and observes next state s′ and store this tuple in the replay buffer. We also generate an action a′ ∼ π and
store it in the replay buffer whether that is the next action taken (on-policy) or not (off-policy). When training the GVF, a
mini-batch of m < n samples, where n is the size of the replay buffer, is sampled randomly to update the parameters θ.
The updates can be either accomplished on-line, while collecting and storing experience in the replay buffer, or off-line
after the data has been collected since the target policy doesn’t change.

In this work, we learn separate estimators: one for each cumulant of future front safety, rear safety, and speed. The
cumulants are scaled by a factor of 1 − γt+1 to normalize them; this ensures the predicted safety is on the interval [0, 1]
since the sum of an infinite geometric series of 0 ≤ γ < 1 is 1/(1− γ) if γ is constant.

3 Experiments

An analysis of the predictions and the behavior of the controllers that use these predictions are provided in the TORCS
environment under a number of different scenarios. After evaluation, the rule-based controller was selected for imple-
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(a) Front safety predictions (b) Back safety predictions (c) Safety distances

(d) Front safety predictions (e) Back safe predictions (f) Safety distances

Figure 1: Predicting front and rear safety with different values of γ without using the predictions for control. Top row
(a)-(c) is from the emergency stop scenario and the bottom row (d)-(f) is from the follow-and-stop scenario.

mentation on the Jackal robot and the autonomous vehicle platform since it performed similarly with the fuzzy controller
and was simpler to tune. A two stage approach is used: (1) learn the predictors by following the predictor’s target policy
and (2) use the predictors in autonomous driving applications (such as a warning system or adaptive cruise control).

The target policy chosen was the normal distribution centered on the last action taken, i.e. π(at|st, at−1) = π(at|at1) =
N (at−1, σ2) where σ is a tunable parameter. This target policy represents the question ”what if I keep doing what I’m
doing?” The behavior policy chosen was a Wiener process where the next action is the last action plus noise generated
by a normal distribution centered on the last action taken and with standard deviation equal to σ for our target policy.
However, in order to facilitate exploration of the state and action space, the agent occasionally interrupts the Wiener
process and chooses a random action according to uniform probability and then continues with the random walk.

We trained predictions for γ values of 0.95, 0.975 and 0.983. When training the safety predictors, the other vehicles are
controlled by a similar random walk process. Therefore, the training terminates with γ = 0 upon collision with another
vehicle.

3.1 TORCS Experiments

Here we highlight the two challenging high-speed scenarios: (a) emergency stop and (b) follow-and-stop. The target
speed in both of these experiments was 100 km/h. In the first scenario the vehicle approaches a stopped vehicle and
must stop quickly to avoid collision. In the second scenario the vehicle follows a slower vehicle going 80 km/h which
then abruptly stops requiring the vehicle to react and slow down without a collision. We compared against an LQR-based
controller [7] called ACC/CA as a baseline. The target safety parameters for all controllers were defined by a desired
spacing of τ = 3 seconds and minimum stopping distance of dmin = 4 meters. The objective was not to beat the baseline
but to match its performance and demonstrate that perception as prediction is a viable approach in autonomous driving
that deserves more attention and further research.

In the first set of experiments, the performance of the predictions is analyzed by comparing them with the safety signals
being predicted. The ACC/CA baseline controller is used to drive the vehicle.

The safe distances for front and rear are shown in figure 1(c) and (f) for reference. The safety GVFs predict both front
and rear safety effectively and anticipate when the safety could change based on observations of the other agents. For
example, in figure 1(b) where the back safety dips at around t = 58 s, the vehicle is slowing down very quickly while the
vehicle behind is not reacting fast enough. Once the vehicle behind starts to decelerate sufficiently, the predictions jump
back up again predicting that the vehicle is safe from a rear-end collision.

When the predictions are applied to the adaptive cruise control problem, we implemented rule-based and fuzzy-based
controllers and they perform similarly which suggests the predictions learned are potentially useful for a variety of
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controllers. The GVF-based controllers appeared to optimize the safety rather well for all values of gamma with γ = 0.983
particularly tending to keep the vehicle safer than ACC/CA during deceleration possibly because of being longer-term
predictions. In fact, in most of our experiments, the GVF-based controllers did not cross the safety distance threshold.

In terms of computational complexity, the GVF-based approach with the fuzzy controller required only needed to search
across 21 possible next actions to determine a suitable next action. The reason is because the predictions are policy-based
rather than action trajectory-based which otherwise would have required a significantly larger search space over all
possible action sequences. We therefore argue that policy-based predictions are a viable way achieve predictive control
with appropriately selected target policies while keeping computational requirements low.

3.2 Demonstrating in the Real-World

We then trained front safety predictions using a deep convolutional neural network in Gazebo to test on a real-world
Clearpath Jackal robot. In the training environment, randomly shaped geometric objects or were generated in the scene
to help with sim-to-real transfer to the real-world. We then tested the predictors on the Clearpath Jackal robot. The
robot has a Hokuyo UTM 30LX laser range finder which produces 1040 distance measurements in a 260◦ arc in front of
the robot. A 5MP front facing color camera was used to follow blue tape for lateral steering control using a rule-based
controller for longitudinal control. We used a deep neural network with 6 convolutional layers and 2 fully connected
layers to predict safety from a history of 3 LIDAR measurements and the vehicle’s current speed vt. The safety parameters
τ = 1.5 seconds and dmin = 0.4 meters were used since the robot can stop fairly quickly.

The safety predictors were tested on a real robot where we tried several different situations: (a) following a human with
varying walking speeds along a pre-defined path, (b) approaching a stationary obstacle, and (c) reacting to a person
walking in front of the robot suddenly. In all cases, the robot was able to stop without collision.

We also trained front safety predictors in the Webots simulator environment for deploying on an autonomous vehicle
in a controlled test environment. The objects detected in the scene were supplied as input to the neural network which
included the distance and speed of the vehicle in front and in the same lane. We tested a similar rule-based controller as
used on the Jackal robot and was able to achieve the desired following behavior. An emergency brake test was performed
where both virtual and real objects were placed in the scene of the vehicle requiring it to stop immediately. Finally, we
proceeded to test the vehicle in a large circular road where the vehicle had to stop for pedestrians and other vehicles. The
performance was often comfortable and the speed control usually felt human-like. The tests showed that the vehicle was
still able to respond quickly and safely in situations that required emergency braking as well as follow another vehicle
smoothly.
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Abstract

People often face decisions where errors are costly but computing the optimal choice is intractable or prohibitively dif-
ficult. To address this, researchers have developed nudge theory as a way to lead people to better options without
imposing restrictions on their freedom of choice. While heuristics and case-by-case evaluations are usually used to pre-
dict and explain nudges’ effects on choice, another way of interpreting these effects is that nudges can change the costs of
attaining certain pieces of information. These changes in costs then bias people towards or away from making particular
choices. In this paper, we propose a method for predicting the effects of choice architecture on option selection by mod-
eling deliberation as a metalevel Markov decision process and nudging as the reduction of certain computational costs.
This allows us to construct optimal nudges by choosing cost modifications to maximize some objective function. This ap-
proach is flexible and can be adapted to arbitrary decision making problems. Furthermore, by making the objectives of
nudging explicit, the approach can address ethical concerns regarding the effects of nudging and the role people should
have in choosing how, when, and why they are nudged. We demonstrate the strength of this framework by applying
it to the Mouselab paradigm, where deliberation costs are made explicit. We find that a version of our approach leads
to significantly higher participant reward, both increasing the quality of their choices and lowering the cost of making
these choices.

Keywords: decision-making; bounded rationality; resource-rationality;
decision-support
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1 Introduction

Every day people encounter a seemingly neverending set of complicated decisions and difficult tradeoffs. When facing
these dilemmas, people often make choices that deviate from classical notions of rationality (Kahneman, Slovic, & Tver-
sky, 1982). These deviations, made in both small and large-scale decisions, are often costly to both individuals and society
(Kahneman et al., 1982). Policy makers have traditionally sought to reduce these costs through educational programs,
incentives, and mandates designed to improve people’s choices (Benartzi et al., 2017; Thaler & Sunstein, 2008). However,
another increasingly popular approach is to change the context and structure of the decisions people encounter, rather
than trying to change behavior directly. These types of modifications, often called “nudges”, change only the architec-
ture of a decision, and include changing default options, information availability, and social norms. While often subtle,
nudges have been shown to lead to increases in retirement savings, reductions in energy consumption, and increased
vaccination rates, among other things (Benartzi et al., 2017). Furthermore, the cost of administrating nudges is often
substantially lower than organizing effective educational campaigns or new incentive structures (Benartzi et al., 2017).

However, nudges can be controversial. There is often disagreement about what the effects of a change in choice architec-
ture should be (Goodwin, 2012), and nudges can influence behavior in ways that people are unaware of, cannot control,
or that benefit other parties at the expense of their own well-being. Furthermore, the domains in which nudging have
been most successful are somewhat limited, with most successful applications the result of domestic policy or marketing.

In this paper we present a formal framework for optimal nudging. Using metalevel Markov decision processes, we char-
acterize nudging as the targeted reduction of computational costs leading to a desired change in a decision maker’s
reasoning process and/or choices. We apply and test our model in a modified version of the Mouselab paradigm (Payne,
Bettman, & Johnson, 1988), in which cognitive costs are represented as the monetary costs of uncovering information
about options’ possible outcomes. We conclude by discussing implications of our approach, and ways in which it can be
used to address some of the ethical concerns regarding nudging.

2 Modeling optimal nudging

2.1 Metalevel Markov decision processes

We model the decision maker’s deliberation process as a metalevel MDP (Hay, Russell, Tolpin, & Shimony, 2012). A
metalevel MDP treats reasoning as a sequential decision problem. Formally a metalevel MDP is defined analogously to a
standard undiscounted MDP, (B, C, Tmeta, rmeta), where the states, B, correspond to beliefs and the actions, C, correspond
to cognitive operations, or computations. The effect of computations on beliefs is described in the metalevel transition
function Tmeta, and the costs and benefits of computations are described in the reward function, rmeta. Finally, a reasoning
strategy is formalized by a metalevel policy, πmeta : B → ∆(C), which selects computations to perform in a given belief
state. Note that ∆(·) denotes the set of all distributions over a set.

A belief b ∈ B is a distribution over some parameters of the environment, θ, that determine the reward, r(a; θ), of each
possible physical action, a ∈ A. At any moment, the metalevel policy can choose to cease deliberation by executing
the termination operation, ⊥. This passes control to an action-selecting “object-level” policy, πact, that selects an action
uniformly from those that are optimal in the final belief state: πact(a | b) = Uniform(a; argmaxa′∈A Eθ∼b [r(a′; θ)]). The
metalevel reward for terminating computation is the external reward, r, for the chosen action, a, under the true param-
eters, θ∗; that is, rmeta(b,⊥) = r(a; θ∗). In general, this value will be higher the more accurate the belief b is, rewarding
belief-refining computations. However, computation comes at a cost: rmeta(b, c) is strictly non-positive (and typically
negative) for all computations besides the termination operation, ⊥. This sets up a natural tradeoff between the benefits
and costs of computation. At each time point, the metalevel policy must determine which computations (if any) will lead
to sufficient improvement in expected decision quality so as to outweigh their costs.

2.2 Optimal nudging as computational cost modification

The primary contribution of this paper is a formal approach to nudging based on the idea that some nudges modify the
costs of the computations available to a decision maker, thus changing the sequence of computations—and ultimately,
the decision—she is likely to make. Assume that we can model some decision-making problem as a metalevel MDP
(B, C, Tmeta, rmeta), and let rmeta(b, c) = λc for all c ∈ C \ {⊥}, where λ is a vector giving the cost of all available compu-
tations (excluding the termination operation, ⊥). We can then formalize nudging as replacing the original costs λ with
modified costs λ̃. Optimal nudging is thus the selection of λ̃ to maximize some objective function.

The choice of a suitable objective function depends on the goals one wishes to accomplish through nudging. For example,
many nudges aim to maximize the probability that people take a certain action, such as those seeking to maximize organ
donation or recycling rates. This kind of goal can be formalized as maximizing the probability of the decision maker
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choosing a specific action,

p(a | λ̃; θ∗, πmeta) = E
[
πact(a | B⊥) | λ̃, θ∗, πmeta

]
=

∫

BT∈B
p(BT | λ̃, θ∗, πmeta) πact(a | BT ) dBT , (1)

where p(BT | λ̃, θ∗, πmeta) gives the probability that a certain belief will be the final belief if the metalevel policy πmeta

chooses computations in a metalevel MDP with costs λ̃ and true parameters θ∗. Note that we are implicitly conditioning
on the full metalevel MDP, but we leave it out of the equations to ease notational burden.

Other nudges do not aim to make people choose a specific option, but rather to improve the overall quality of their deci-
sions, encouraging them, for example, to make healthier eating choices or choose more diversified investment portfolios.
We can model this kind of goal as maximizing the expected utility of the decision maker’s choice,

U(λ̃; θ∗, πmeta) =
∑

a∈A
p(a | λ̃; θ∗, πmeta) r(a) . (2)

A potential limitation of the utility-maximizing approach is that it ignores the cost of deliberation (Griffiths, Lieder, &
Goodman, 2015). In some cases, we might want to not only encourage people to make better decisions, but also to make
it easier to make those decisions. We can formalize this goal as minimizing the total expected computational cost to the
decision maker,

l(λ̃; θ∗, πmeta) = E
[ T−1∑

t

λ̃Ct

∣∣∣λ̃, θ∗, πmeta

]
. (3)

In addition to optimizing with respect to a single one of the above equations, we might want to optimize a combination.
In particular, we can combine expected decision utility (Equation 2) and expected deliberation cost (Equation 3) into a
single description of how “well-off” the decision maker is,

g(λ̃; θ∗, πmeta) = U(λ̃; θ∗, πmeta)− l(λ̃; θ∗, πmeta) = E
[ T∑

t

r(Bt, Ct)
∣∣∣λ̃, θ∗, πmeta

]
. (4)

Combining the decision utility and deliberation cost in this way, we recover the standard objective function in a metalevel
MDP—maximizing the sum of metalevel rewards, or the metalevel return. However, rather than optimizing this objective
through our choice of a metalevel policy, we aim to optimize the metalevel return by modifying the problem itself, in
particular, by reducing the costs of certain computations.

The metalevel return can trivially be optimized by setting the cost of all computations to zero. In this case, the decision
maker will always take all possible computations, making the best possible decision while paying no cost. However,
it is unlikely that completely eliminating deliberation costs is possible. Thus, we assume that the modifications are
constrained by a budget, Z. That is,

∑
c λc − λ̃c < Z. We impose the additional constraint that costs cannot be increased

or driven below zero.

Although any combination of the objectives defined above are possible, we will focus on the metalevel return, defined
in Equation 4. Critically, however, our approach can be trivially extended to optimize any combination of the functions
defined above, and indeed any function of a sequence of computations followed by a choice.

To estimate any of these objectives, we must make an assumption about the decision maker’s reasoning strategy, πmeta.
One principled choice is to assume that the decision maker is metalevel optimal and maximizes the expected sum of
metalevel rewards. This approach has been found to model human behavior somewhat well in simple decision making
(Gul, Krueger, Callaway, Griffiths, & Lieder, 2018) and planning (Callaway et al., 2018) problems. However, in more
complex domains, even approximating the optimal metalevel policy is computationally intensive. Thus, this approach
may not be desirable from an implementation perspective. As an alternative, we could assume that the decision maker
employs some other metalevel policy that is adaptive but not optimal. For example, the meta-greedy policy (Russell &
Wefald, 1991) acts myopically, choosing each computation as if it were the last one. This policy often behaves similarly
to the optimal policy, while being easy to compute. Thus, we assume that πmeta is the meta-greedy policy, and use it to
determine the optimal cost modifications in the experiment described below.

3 Experiment: testing optimal nudging

We evaluated the proposed optimal nudging method in a modified version of the Mouselab paradigm (Payne et al., 1988).
In this setup, participants have to make choices between different options with known and unknown payoff values. The
paradigm externalizes computations as information-gathering operations (clicks) that reveal these values, computational
cost as the monetary cost of these operations, and belief states as configurations of revealed and hidden values. By using
such a paradigm, we can more easily make assumptions about the metalevel MDP underlying the participants’ decisions,
thus allowing us to test our cost-modification approach directly.
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Figure 1: Experimental interface. On every trial, participants made a choice between six options. After choosing an
option, a single ball color (blue, green, or yellow) was selected with percentage probability equal to the number of balls
of that color. The option then paid out with the value indicated by the corresponding cell. The values in some cells were
shown immediately, while others were hidden at trial onset. Participants could click on these cells to reveal the values,
paying one point for each click. The number of clicks required to reveal each cell was indicated by its color.

3.1 Methods

An example of the experimental interface is given in Figure 1. Participants chose between six options (columns), each
with three possible payoff values (rows). After making a choice, a ball was drawn from a simulated lottery machine
with 100 balls, and the chosen option paid out depending on the color of the drawn ball. The percentage probability
that a certain color ball was drawn was simply the number of balls indicated in the far left column. Different options
paid different values depending on which color ball was drawn; some of these values were revealed at trial onset, while
others were hidden. To reveal a hidden value, participants had to click the value they wished to reveal between one and
four times (see Figure 1), paying one point for each click. These clicks correspond to computations in the metalevel MDP.
The cost to reveal each cell was sampled uniformly from {0, 1, 2, 3, 4} to mask the cost-reductions (described below). Cell
values were sampled from a normal distribution with a mean of 75 points and a standard deviation 36 points (truncated
at 0 points).

On each trial, the cost structure was modified according to either the proposed optimal nudging method or a random
baseline. In both cases, the cost-modification budget was set toZ = 6 and the space of budget allocations was constrained
to uniform reductions of 2 or 3 costs (each cost being reduced by 3 or 2 points respectively). Optimal costs were chosen
to maximize the metalevel return of the meta-greedy policy (Equation 4). In particular, we employed a greedy search
algorithm that made local adjustments to λ̃ until no adjustment could further improve the metalevel return. The random
cost modification was determined by randomly sampling three costs and reducing each by 2 points.

We recruited 150 participants from Mechanical Turk. Participants first completed a practice trial, and then 20 test trials in
which 10 problems had random sales and 10 had optimal sales. Each participant completed the same set of 21 problems,
but problem order and each problem’s modification type varied randomly between participants.1 At the end of the game,
participants’ total points were paid as a bonus with 10 points equal to 1 cent. Participants earned $0.25 for participating
in the study plus an average bonus of $1.71.

3.2 Results

On average, participants earned 81.55 points on trials with random modifications and 89.66 points on trials with optimal
modifications (see Figure 2). To test whether this difference was significant, we ran a crossed mixed-effects regression
predicting total points earned on each trial with a fixed effect for the cost-modification condition (optimal vs. random)
and random effects for both participant and problem. A likelihood ratio test of the mixed effects model with and without
the condition fixed effect was significant (χ2(1) = 37.711, p < 0.001). Similar models predicting the click cost and decision
quality also revealed significant effects, (click cost: 3.99 vs. 3.48, χ2(1) = 8.6866, p = 0.003, choice payout: 85.54 vs. 93.14,
χ2(1) = 33.821, p < 0.001).

1Due to a programming error, the first test problem was always the same as the practice problem. We thus exclude data from this
problem from our analysis, leaving 19 trials per participant.
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Figure 2: Average points per game spent and earned under random and optimal cost modifications. The first plot shows
the average points spent uncovering values, the second the average reward from participants’ choices, and the third
their average net reward (choice payout minus click cost). Errors bars show standard error estimates derived from the
residuals of the crossed mixed-effects regressions.

4 Discussion

In line with previous behavioral research on nudging, we find strong evidence that changes in choice architecture can
have a significant impact on people’s choices. Optimal modifications significantly increased participants’ scores on
Mouselab problems over random modifications, both increasing the average value of the options they chose and re-
ducing the cost of making these choices. This provides preliminary evidence that modifying computational costs can be
an effective way to help people make decisions more effectively.

Our approach has a number of advantages over other approaches to nudging. Not only can our framework be used to
model existing nudges, we can use it motivate and develop new types of nudges, as we demonstrated by selecting mod-
ifications in order to maximize metalevel reward. However, nudges could be constructed with any number of different
goals, for example, making people’s decisions easier without systematically changing their choices. We provide a general
and automatic way to construct nudges to optimize any objective. This objective could be selected by individuals, giving
people control over how, when, and why they are nudged. We believe that this feature will be crucial in addressing
ethical concerns with nudging.

One limitation of our approach is that it requires a fairly detailed model of the computational processes underlying the
decision we would like to intervene on. In the present work, we avoided the challenge of developing such a model
by using a process tracing paradigm that externalizes these typically unobservable processes. Applying the method
in the real world, however, necessitates inferring such a model from observed behavior. This is a very difficult task.
Nevertheless, even a heavily simplified model of the decision making process may be adequate to inform the construction
of helpful, if not truly optimal, nudges.
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Abstract
Optimism about the poorly understood states and actions is the main driving force of exploration for many provably-efficient rein-
forcement learning algorithms. We propose optimism in the face of sensible value functions (OFVF)- a novel data-driven Bayesian
algorithm to constructing Plausibility sets for MDPs to explore robustly minimizing the worst case exploration cost. The method
computes policies with tighter optimistic estimates for exploration by introducing two new ideas. First, it is based on Bayesian
posterior distributions rather than distribution-free bounds. Second, OFVF does not construct plausibility sets as simple confidence
intervals. Confidence intervals as plausibility sets are a sufficient but not a necessary condition. OFVF uses the structure of the value
function to optimize the location and shape of the plausibility set to guarantee upper bounds directly without necessarily enforcing
the requirement for the set to be a confidence interval. OFVF proceeds in an episodic manner, where the duration of the episode
is fixed and known. Our algorithm is inherently Bayesian and can leverage prior information. Our theoretical analysis shows the
robustness of OFVF, and the empirical results demonstrate its practical promise.

Keywords: Reinforcement Learning, Markov Decision Process, Exploration in RL,
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1 Introduction

Markov decision processes (MDPs) provide a versatile methodology for modeling dynamic decision problems under uncer-
tainty [Bertsekas and Tsitsiklis, 1996; Sutton and Barto, 1998; Puterman, 2005]. A perfect MDP model for many reinforcement
learning problems is not known precisely in general. Instead, a reinforcement learning agent tries to maximize its cumulative payoff
by interacting in an unknown environment with an effort to learn the underlying MDP model. It is important for the agent to explore
sub-optimal actions to accelerate the MDP learning task which can help to optimize long-term performance. But it is also important
to pick actions with highest known rewards to maximize short-run performance. So the agent always needs to balance between them
to boost the performance of a learning algorithm during learning.

Optimism in the face of uncertainty (OFU) is a common principle for most reinforcement learning algorithms encouraging explo-
ration [Auer et al., 2010; Brafman and Tennenholtz, 2001; Kearns and Singh, 1998]. The idea is to assign a very high exploration
bonus to poorly understood states and actions. As the agent visits and gathers statistically significant evidence for these states-actions,
the uncertainty and optimism decreases converging to reality. Many RL algorithms including Explicit Explore or Exploit pE3q [Kearns
and Singh, 1998], R-MAX Brafman and Tennenholtz [2001], UCRL2 [Auer, 2006; Auer et al., 2010], MBIE [Strehl and Littman, 2008,
2004b,a; Wiering and Schmidhuber, 1998] build on the idea of optimism guiding the exploration. Probability matching class of al-
gorithms like Posterior Sampling for reinforcement learning (PSRL) [Osband and Van Roy, 2017; Osband et al., 2013; Strens, 2000]
performs exploration with a proportional likelihood to the underlying true parameters. PSRL algorithm is simple, computationally ef-
ficient and can utilize any prior structural information to improve exploration. These algorithms provide strong theoretical guarantees
with polynomial bound on sample complexity.

During exploration, it is possible for an agent to be overly optimistic about a potentially catastrophic situation and end up there paying
an extremely high price (e.g. a self driving car hits a wall, a robot falls off the cliff etc.). Exploring and learning such a situation may
not payoff the price. It can be wise for the agent to be robust and avoid those situations minimizing the worst-case exploration cost´
which we call robust exploration. OFU and PSRL algorithms are optimistic by definition and cannot guarantee robustness while
exploring. The main contribution of this paper is OFVF, an optimistic counter part of RSVF [Russel and Petrik, 2018]. OFVF is a
Bayesian approach of constructing plausibility sets for robust exploration.

The paper is organized as follows: Section 2 formally defines the problem setup and goals of the paper. Section 3 reviews some
existing methods to construct the plausibility sets and their extension to Bayesian setting. OFVF is proposed and analyzed in Section 4.
Finally, Section 5 presents empirical performance on several problem domains.

2 Problem Statement

We consider the problem of learning a finite horizon Markov Decision Process M with states S “ t1, . . . , Su and actions A “
t1, . . . , Au. p : S ˆ A Ñ ∆S is a transition function, where pass1 is interpreted as the probability of ending in state s1 P S by
taking an action a P A from state s P S . We omit s1 when the next state is not deterministic and denote the transition probability
as psa P RS . R : S ˆA Ñ R is a reward function and Rass1 is the reward for taking action a P A from state s P S and reaching
state s1 P S . Each MDP M is associated with a discount factor 0 ď γ ď 1 and a distribution of initial state probabilities p0. We
consider an episodic learning process where L is the number of episodes and H is the number of periods in each episode. A policy
π “ pπ0, . . . , πH´1q is a set of functions mapping a state s P S to an action a P A . We define a value function for a policy π as:

V πh psq :“
ÿ

s1
P
πpsq
ss1 rrh ` V ps1qs (1)

The optimal value function is defined by V ‹h psq “ maxπ V
π
h psq and the optimal policy is defined by π‹psq “

arg maxaPA pass1V ps1q, @s1 P S : pass1 ą 0.

Optimistic algorithms encouraging exploration find the probability distribution P̃sa for each state and action within an interval of the
empirically derived distribution p̄sa “ Er¨|s, as, which defines the plausible set Psa of MDPs. They then solve an optimistic version
of Eq. (1) within Psa that leads to the policy with highest reward.

V ‹h ps, aq :“ max
psaPPsa

ÿ

s1
p
πpsq
ss1 rrh ` V ‹ps1qs (2)

We evaluate the performance of the agent in terms of worst-case cumulative regret, which is the maximum total regret incurred by
the agent upto time T for a policy π‹l :

RegretpT, π‹l q “
T {H´1ÿ

l“0

sup

„ ÿ

sPS
p0psq

`
V ‹psq ´ V π‹l psq˘


(3)

Where V ‹psq is the true value w.r.t M ˚.
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3 Interval Estimation for Plausibility Sets

In this section, we first describe the standard approach to constructing plausibility sets as distribution free confidence intervals. We
then propose its extension to Bayesian setting and present a simple algorithm to serve that purpose. It is important to note that
distribution-free bounds are subtly different from the Bayesian bounds, the Bayesian safety guarantee holds conditional on a given
dataset D while the distribution-free hold across the sets. This makes the guarantees qualitatively different and difficult to compare.

3.1 Plausibility Sets as Confidence Intervals

It is common in the literature to use L1 norm as the distribution-free bound. This bound is constructed around the empirical mean of
the transition probability p̄s,a by applying the Hoeffding inequality [Auer et al., 2010; Petrik et al., 2016; Wiesemann et al., 2013;
Strehl and Littman, 2004b].

Psa “
"
‖p̃sa ´ p̄sa‖1 ď

d
2

ns,a
log

SA2S

δ

*

where p̄sa is the mean transition computed from D, ns,a is the number of times the agent arrived in state s1 after taking action a in
state s, δ is the required probability of the interval and ‖‚‖1 is the L1 norm. An important limitation of this approach is that, the size
of Psa grows linearly with the number of states, which makes it practically useless in general.

3.2 Bayesian Plausibility Sets

The Bayesian plausibility sets take the same interval estimation idea and extend it into Bayesian setting, which is analogous to
credible intervals in Bayesian statistics. Credible intervals are constructed with the posterior probability distributions and they are
fixed ´ not a random variable, given the data D . Instead the estimated transition probabilities maximizing the rewards are random
variables. To construct a plausibility set, we optimize for the smallest credible region around the mean transition probability with the
assumption that a smaller region will lead to a tighter upper bound estimate. Formally, the optimization problem to compute ψs,a for
each state s and action a is:

min
ψPR`

tψ : P r‖p̃s,a ´ p̄s,a‖1 ą ψ | Ds ă δu , (4)

where nominal point is p̄s,a “ EP̃ rp̃s,a | Ds. A Bayesian extension of the celebrated UCRL [Auer et al., 2010] algorithm is
BayesUCRL, which we consider for comparison. BayesUCRL algorithm uses a hierarchical Bayesian model that can be used to infer
the posterior transition probability over p‹. The plausibility set here is a function of the 1

t -quantile of the posterior samples. We omit
the details of BayesUCRL to conserve space.

4 OFVF: Optimism in the Face of sensible Value Functions

Algorithm 1: OFVF
Input: Desired confidence level δ and posterior distribution PP ‹r¨ | Ds
Output: Policy with a maximized safe return estimate

1 Initialize current policy π0 Ð arg maxπ ρpπ,EP ‹rP ‹ | Dsq;
2 Initialize current value v0 Ð vπ0

EP‹ rP ‹ | Ds;
3 Initialize value set V0 Ð tv0u ;
4 Construct P0 optimal for V0;
5 Initialize counter k Ð 0;
6 while Eq. (5) is violated with V “ tvku do
7 Include vk that violates Eq. (5): Vk`1 Ð Vk Y tvku ;
8 Construct Pk`1 optimized for Vk`1;
9 Compute optimistic value function vk`1 and policy πk`1 for Pk`1;

10 k Ð k ` 1 ;

11 return pπk, pT0 vkq ;

OFVF uses samples from a posterior distribution, similar to a Bayesian confidence interval, but it relaxes the safety requirement as it
is sufficient to guarantee for each state s and action a that:

min
vPV PP ‹

„
max
pPPs,a

pp´ p‹s,aqTv ď 0

ˇ̌
ˇ̌ D


ě 1´ δ

SA
, (5)

with V “ tv̂‹Pu. To construct the set P here, the set V is not fixed but depends on the optimistic solution, which in turn depends on
P . OFVF starts with a guess of a small set for V and then grows it, each time with the current value function, until it contains v̂‹P
which is always recomputed after constructing the ambiguity set P .
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Figure 1: Cumulative regret for the single-state simple problem. Left) average-case, Right) worst-case.
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Figure 2: Cumulative regret for the RiverSwim problem. Left) average-case, Right) worst-case.

In lines 4 and 8 of Algorithm 1, Pi is computed for each state-action s, a P S ˆA . Center p̄ and set size ψs,a are computed from
Eq. (7) using set V & optimal gv computed by solving Eq. (6). When the set V is a singleton, it is easy to compute a form of an
optimal plausibility set.

g “ max
 
k : PP ‹rk ď vTp‹s,as ě 1´ δ{pSAq( (6)

For a singleton V , it is sufficient for the plausibility set to be a subset of the hyperplane tp P ∆S : vTp “ g‹u for the estimate to
be sufficiently optimistic. When V is not a singleton, we only consider the setting when it is discrete, finite, and relatively small. We
propose to construct a set defined in terms of an L1 ball with the minimum radius such that it is safe for every v P V . Assuming that
V “ tv1, v2, . . . , vku, we solve the following linear program:

ψs,a “ min
pP∆S

!
max

i“1,...,k
‖qi ´ p‖1 : vTi qi “ g‹i , qi P ∆S , i P 1, . . . , k

)
(7)

In other words, we construct the set to minimize its radius while still intersecting the hyperplane for each v in V .

5 Empirical Evaluation

In this section, we empirically evaluate the estimated returns over episodes. We assume a true model of each problem and generate
a number of simulated data sets for the known distribution. We compute the tightest optimistic estimate for the optimal return and
compare it with the optimal return for the true model. To judge the performance of the methods, we evaluate both the absolute error
of the worst case estimates from optimal, as well the average case estimate from optimal.

We compare our results with BayesUCRL and PSRL algorithms. We omit UCRL from comparison because it performs too poorly
compared to other methods. PSRL performs very well in both average and worst case, and as we will see in the experiments, OFVF
outperforms BayesUCRL and performs competitively with PSRL. For all the experiments, we use an uninformative Dirichlet prior
for the transition probabilities, and run experiments for 100 episodes each containing 100 runs, unless otherwise specified.

Single-state Bellman Update We initially consider a simple problem with one single non-terminal state. The agent can take three
different actions on that state. Each action leads to one of three terminal states with different transition probabilities. The value
function for the terminal states are fixed and assumed to be known. Fig. 1 compares the average-case and worst-case returns computed
by different methods. Note that OFVF outperforms all other methods in this simplistic setting. OFVF is able to explore in a robust
way maximizing the worst and average case returns.

3
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RiverSwim Problem We compare the performance of different methods in standard example of RiverSwim [Osband et al., 2013;
Strehl and Littman, 2004b]. The problem is designed requiring hard exploration to find the optimal policy, we omit the full description
of the problem to preserve space. Fig. 2 compares the average and worst case regrets of different methods. Among optimistic methods,
OFVF performs better than BayesUCRL both in average and worst case scenario. But the stochastically optimistic PSRL outperforms
all other methods. This is due to the fact that, BayesUCRL and OFVF constructs a plausibility set for each state and action. Even
if the plausibility sets are tight, the resulting optimistic MDP is simultaneously optimistic in each state-action, yielding a way too
optimistic overall MDP model [Osband and Van Roy, 2017]. Thus OFVF can construct tighter plausibility sets for exploration, but
still may not match the statistical efficiency of PSRL. This performance however shows that, as an OFU algorithm, OFVF can be
reasonably optimistic and can offer competitive performance.

6 Summary and Conclusion

In this paper, we proposed OFVF, a Bayesian algorithm capable of constructing plausibility sets with better shapes and sizes. Beside
the fact that our proposed Bayesian methods are computationally demanding than other distribution free methods, our theoretical and
experimental analysis furnished that they can pay-off with much tighter return estimates. We showed that, OFU algorithms can be
useful and can be competitive to stochastically optimistic algorithm like PSRL.
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Abstract

Many deep reinforcement learning algorithms contain inductive biases that sculpt the agent’s objective and its interface
to the environment. These inductive biases can take many forms, including domain knowledge and pretuned hyper-
parameters. In general, there is a trade-off between generality and performance when we use such biases. Stronger
biases can lead to faster learning, but weaker biases can potentially lead to more general algorithms that work on a
wider class of problems. This trade-off is relevant because these inductive biases are not free; substantial effort may be
required to obtain relevant domain knowledge or to tune hyper-parameters effectively. In this paper, we re-examine sev-
eral domain-specific components that bias the objective and the environmental interface of common deep reinforcement
learning agents. We investigated whether the performance deteriorates when these components are replaced with adap-
tive solutions from the literature. In our experiments, performance sometimes decreased with the adaptive components,
as one might expect when comparing to components crafted for the domain, but sometimes the adaptive components
performed better. We then investigated the main benefit of having fewer domain-specific components, by comparing the
learning performance of the two systems on a different set of continuous control problems, without additional tuning of
either system. As hypothesized, the system with adaptive components performed better on many of the new tasks.

Keywords: Reinforcement learning, deep learning, inductive biases
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1 Introduction

The deep reinforcement learning (RL) community has demonstrated that well-tuned deep RL algorithms can master a
wide range of tasks, including board games [1], video-games [2], and custom 3D navigation tasks [3]. These results
are a testament to the generality of the approach. At times, however, the excitement for the stream of challenges being
mastered by RL agents may have over-shadowed the dependency of some of these agents on various forms of inductive
biases, and the amount of tuning required for them to perform well.

In general, there is a trade off between generality and performance when we inject inductive biases into our algorithms.
Inductive biases take many forms, including domain knowledge and pretuned learning parameters. If applied carefully,
such biases can lead to faster and better learning. On the other hand, fewer biases can potentially lead to more general
algorithms that work out of the box on a wider class of problems. A clear example of the benefits of generality is the
AlphaZero algorithm [1], which, by removing all Go-specific inductive biases of the predecessor AlphaGo, could not just
surpass human performance on Go but also learn to play Chess and Shogi. Importantly, inductive biases are typically
not free: substantial effort is required to attain the relevant domain knowledge or pretune parameters. This cost is
often hidden—e.g., one may use hyperparameters enstablished as good in prior work on the same domain, without
knowing how much time was spent optimising them, nor how specific they are to the domain. But this cost is a huge
bottleneck when applying even well known algorithms to new domains. Systematic studies about the impact of the
various inductive biases are rare and, as a result, the generality of common biases in deep RL is often unclear.

We consider two broad ways of injecting inductive biases in RL agents: 1) sculpting the agent’s objective (e.g., clipping
and discounting rewards); 2) sculpting the agent-environment interface (e.g., using fixed action repetitions, or crafting
the observations). We then investigate if (and by how much) performance deteriorates when replaced with general
adaptive components. For instance, we show that all the carefully crafted heuristics commonly used in Atari, and often
considered essential for good performance on this domain, can be replaced with adaptive components, while preserving
competitive performance across the benchmark. Furthermore, we show that this results in increased generality for an
actor critic agent; the resulting fully adaptive system can be applied with no additional tuning on a separate suite of
continuous control tasks, with much higher performance than a comparable system using Atari tuned heuristics, and
even higher performance than an actor-critic agent tuned for this benchmark specifically by [4].

2 Background

Problem setting: Reinforcement learning is a framework for learning and decision making under uncertainty, where an
agent interacts with its environment, by executing actions At and receiving observations Ot+1 and rewards Rt+1 in return.
The behaviour of an agent is specified by a policy π(At|Ht): a probability distribution over actions conditional on all
previous observations, i.e. on the history Ht = O1:t. The agent’s objective is to find a policy that collects as much reward
as possible, in each episode of experience. Crucially, it must learn such a policy without direct supervision, by trial and
error. The amount of reward collected from time t onwards - the return - is a random variable

Gt =

Tend∑

k=0

γkRt+k+1, (1)

where Tend is the number of steps until episode termination and γ ∈ [0, 1] is a constant discount factor. The agent seeks
an optimal policy, that maximizes values v(Ht) = Eπ[Gt|Ht]. In fully observable environments the optimal policy depends
on the last observation alone: π∗(At|Ht) = π∗(At|Ot). Otherwise, the history may be summarized in an agent state
St = f(Ht). The agent’s objective is then to jointly learn the state representation f and policy π(At|St), so as to maximize
values. The fully observable case is formalized as a Markov Decision Process [5].

Actor-critic algorithms: Value-based algorithms efficiently learn to approximate values vw(s) ≈ vπ(s) ≡ Eπ[Gt|St = s],
under a policy π, by exploiting a recursive decomposition vπ(s) = E[Rt+1 + γvπ(St+1)|St = s], known as Bellman
equation, as done in temporal difference learning [6] through sampling and incremental updates:

∆wt = (Rt+1 + γvw(St+1)− vw(St))∇wvw(St). (2)
Policy-based algorithms update directly a parameterized policy πθ(At|St) through a stochastic gradient estimate of the
direction of steepest ascent in the value [7, 8]; for instance, according to the update

∆θt = Gt∇ log πθ(At|St). (3)
Value-based and policy-based methods are combined in actor-critic algorithms. If a state value estimate is available, the
policy updates can be computed from incomplete episodes by using the truncated returns G(n)

t =
∑n−1
k=0 γ

kRt+k+1 +
γnvw(St) that bootstrap on the value estimate at state St+n according to vw. This can reduce the variance of the updates.
The variance can be further reduced using state values as a baseline in policy updates, as in advantage actor-critic updates

∆θt = (G
(n)
t − vw(St))∇θ log πθ(At|St). (4)
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3 Inductive Biases and Learned Solutions

Sculpting the agent’s objective: agents typically do not directly optimize the objective that they are evaluated against.
They optimize a different handcrafted objective incorporating biases to simplify learning. We consider 2 ways of sculpt-
ing such objective: reward clipping, and fixed reward discounting by a factor different from the evaluation discount.

In many deep RL algorithms, the magnitude of updates scales linearly with the returns. This complicates training the
same RL agent, with same hyper-parameters, on multiple domains, because good settings for hyper-parameters vary
across tasks. A common solution is to clip rewards to a fixed range [9], for instance [−1, 1]. This makes the magnitude
of returns and updates more comparable. However, it also changes the agent objective. This can make learning simpler,
and, when it is a good proxy for the true objective, results in good performance. In some tasks, however, clipping
results in sub-optimal policies. PopArt [10, 11] was introduced to learn effectively irrespective of scale. PopArt works by
computing temporal difference errors used for updates 2 and 4 in a normalized space. This is done by reparametrizing
values as the linear transformation vw(s) = µ + σ ∗ nw(s) of normalized values nw(s), where µ and σ are computed by
tracking mean and standard deviation of the bootstrapped returns. PopArt additionally combines such adaptive rescaling
of values with an inverse transformation of the weights at the last layer of nw(s), to preserve outputs precisely under
any change in statistics µ→ µ′ and σ → σ′. Note that this can be done exactly.

Discounting is part of the traditional MDP formulation of RL. As such, it is often considered a property of the problem
rather than a parameter of the agent. Indeed, sometimes, the environment does define a natural discounting of rewards
(e.g., inflation in a financial setting). However, even in settings where the agent should maximize the undiscounted return,
a constant discount is often used to simplify the problem, as optimizing such proxy objective often results in superior
performance even in terms of undiscounted return. This, however, comes at the cost of adding a hyperparameter, and a
rather sensitive one—i.e., learning may be fast if the discount is small, but the solution may be myopic. Instead of tuning
the discount, we use meta-learning [12] to adapt it. The meta-gradient algorithm by [13] exploits the fact that updates
such as 2 and 4 are differentiable functions of the discount. On a second sample of experience, generated with updated
parameters w + ∆w(γ), the agent can therefore apply an actor-critic update, not to w but to the discount γ used to
update w. [13] demonstrated that this improved performance, while using a separate hand-tuned discount factor for the
meta-update. We use the undiscounted returns (γm = 1) to compute the meta-gradients, to understand if this technique
can fully replace the need to reason about timescales.

Sculpting the agent-environment interface: In RL we assume that time progresses in discrete steps with a fixed dura-
tion. While algorithms are typically defined in this space, learning at the fastest timescale provided by the environment
is often not practical. It is often convenient to have the agent operate at a slower timescale, for instance by repeating
each selected action a fixed number of times. The use of such fixed action repetitions is a widely used heuristic [9] with
several advantages. 1) Operating at a slower timescale increases action gaps, which can lead to more stable learning; 2)
selecting an action every few steps can save a significant amount of computation; 3) committing longer to each action
may help exploration, e.g., by removing often-irrelevant sequences of actions that jitter back and forth. A more general
solution approach is for the agent to learn the most appropriate time scale at which to operate. Solving this problem
in full generality is one of the aims of hierarchical reinforcement learning [14]. This general problem remains largely
unsolved. A simpler, though more limited, approach is to allow the agent to learn how long to commit to each selected
action [15]. At each step t, the agent may be allowed to select both an action At and a commitment Ct, by sampling from
two separate policies, both trained with policy gradient.

Many state-of-the-art RL agents use non-linear function approximators to represent values, policies, and states. Being
able to learn flexible state representations was essential to capitalize on the successes of deep learning, and to scale up
reinforcement learning algorithms. While the use of deep neural network to approximate value functions and policies
is widespread, their input is often not the raw observations but the result of domain-specific heuristic transformations.
In Atari, for instance, most agents rely on down-sampling observations to a coarser resolution, max-pooling consecutive
frames to remove flickering, grey scaling, and finally concatenating of frames into a K-Markov representation. We replace
this specific preprocessing pipeline with a recurrent state representation learned end-to-end.

4 Experiments

When designing algorithms it is useful to keep in mind what properties we would like the algorithm to satisfy. If the aim
is to design an algorithm, or inductive bias, that is general, in addition to metrics such as asymptotic performance and data
efficiency, there are additional dimensions that are useful to consider. 1) Does the algorithm require careful reasoning
to select an appropriate time horizon for decision making? This is tricky without domain knowledge or tuning. 2)
How robust is the algorithm to the scaling of rewards? Rewards can have arbitrary scales, that may change by orders
of magnitudes during training. 3) Can the agent use commitment (e.g. action repetitions, or options) to alleviate the
difficulty of learning at the fastest time scale? 4) Does the algorithm scale effectively to large complex problems? 5) Does
the algorithm generalize well to problems it was not specifically designed and tuned for?
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Figure 1: Investigations on the robustness of an A2C agent with respect to discounting, reward scaling and action repeti-
tions. We report the average reward per environment step, after 5000 steps of training, for each of 20 distinct seeds. Each
parameter study compares different fixed configurations of a specific hyper-parameter to the corresponding adaptive
solution. In all cases the performance of the adaptive solutions is competitive with that of the best tuned solution

We first investigate how current domain heuristics and adaptive solutions compare with respect to dimensions 1-3, by
training a number of tabular actor-critic agent in a few small chain environments. Figure 1a shows a parameter study over
a range of values for the discount factor (in blue) in the first of these environments. It highlights how it can be difficult to
set a suitable discount factor, and that naively optimizing undiscounted returns can also perform poorly. Compare this to
the same agent, but equipped with the meta-gradient algorithm (in orange in Figure 1.a). Even initializing the discount
adversarially, the agent learned to adapt the discount and performed in par with the best tuned fixed discount. Figure
1.b shows the impact of reward scaling by considering the performance of the tabular actor-critic agent when rewards are
scaled by different factors. The performance of the naive actor-critic (in blue) is quite sensitive to the scale, while for the
same agent equipped with PopArt we observed good performance across all tested scales. Finally, Figure 1.c compares
an actor-critic agent that learns to choose the number of action repeats, to agents with different fixed repetitions C. This
fixed number of action repetitions can also be a sensitive hyper-parameter, while the adaptive agent that learns how often
to repeat actions via policy gradient (in orange in Figure 1.c) can easily learn a suitable number of action repetitions.

Next we investigate the properties of the various inductive biases and adaptive solutions at scale. We train several
actor-critic agents with non-linear function approximation on each of 57 Atari games. We first measure the performance
of a fully adaptive agent with learned action repeats, PopArt normalization, learned discount factors, and an LSTM-
based state representation. We compare the performance of this agent to agents with exactly one adaptive component
disabled and replaced with one of two fixed components. This fixed component corresponds to either falling back to
the naive solution (e.g. learning directly from undiscounted returns), or using the corresponding domain heuristic. This
enables us to investigate how important the heuristic is for current RL algorithms, as well as how fully current adaptive
solution can replace it. Figure 2a shows that in the first 100M frames, the agent acting at the fastest rate is competitive
with the agents equipped with action repetition (fixed or learned). However, while the agents with action repeats still
improve performance until the very end of training, the agent acting at the fastest timescale plateaus much earlier. This
performance plateau is observed across many games, and we speculate that the use of multiple action repetitions may be
providing better exploration. Learning to repeat performed comparably to the tuned domain heuristic in Atari. Figure
2b show that using undiscounted returns directly in the updates to policy and values results in poor performance; this
confirms our intuition that directly optimizing the real objective is problematic with current deep RL solutions, and the
large effect of biasing the objective towards simpler proxies. However, using the undiscounted objective for the meta-
gradient updates and learning the discounting does work well in practice, and slightly outperforms the tuned heuristic.
In Figure 2c shows that the naive solution of learning from the raw environment rewards performs very poorly, compared
to using either reward clipping or the learned solution. Note however that here the domain heuristic (reward clipping)
retained a significant edge over PopArt. This suggests that the inductive bias of optimizing for a weighted frequency of
rewards is a very good heuristic in many Atari games. Finally, in Figure 2d we compare the fully end to end pipeline
with a recurrent network, to a feedforward neural network with the standard Atari pipeline. The recurrent end to end
solution performed best, showing that a recurrent network is sufficiently flexible to learn on its own to integrate relevant
information over time, despite Atari-specific issues such as the flickering of the screen. Finally, in order to investigated
the generality of these different RL solutions, we compared the fully general agent to an agent with all the usual inductive
biases, but in the context of a completely different benchmark: a collection of 28 continuous control tasks. For both we
use the exact same solutions that were used in Atari, with no additional tuning. Figure 2e shows that the fully general
agent performed better than the heuristic solution, which suggests that the set of inductive biases typically used by Deep
RL agents on Atari do not generalize as well as the set of adaptive solutions considered in this paper. The adaptive
solution was also better, overall, than the tuned baseline by [4], as shown by the reference horizontal line.
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Figure 2: Comparison of inductive biases to RL solutions. The first four plots compares median performance across
57 Atari games for the same fully general agent and 2 alternatives: a) tuned action repeats, and no action repeats. b)
tuned discount factor, and no discounting. c) reward clipping, and learning from raw rewards. d) learning from raw
observations, and the standard preprocessing. The right-most plot (e) compares mean performance across 28 continuous
control tasks for the fully adaptive actor critic agent and an agent the same biases as in the Atari experiments.

5 Conclusion

We found existing learned solutions are competitive with well tuned domain heuristics, even on the domain these heuris-
tics were designed for, and they generalize better to unseen domain. This suggests removing these biases in future re-
search, since they are not essential for performance, and they might hide issues in the learning algorithms. There are
two features of our agent that, despite not incorporating quite as much domain knowledge as the heuristics discussed
in the paper, may also affect its generality: 1) The use of parallel copies of the environment in actor-critic agents is not
always practical, especially in real world applications. 2) Back-propagation through time for training RNNs constrains
the length of the temporal relationship that we can learn. We believe further work on these issues to be important.

Our work was inspired by that of [1] in the context of Go, but we investigated the different set of domain specific
heuristics, that are used in more traditional deep RL agents. Our work also relates to a broader debate [16] about priors
and innateness. There is evidence that we, as humans, posses specific types of biases, and that these have a role in
enabling efficient learning [17]; however, it is not clear whether these are essential for intelligent behaviour to arise, nor
what form such priors take, and their generality. Here we show that several heuristics we use in deep RL are harming
the generality of our methods. This does not imply that different inductive biases could not be useful, but it is a reminder
that we must be careful with the domain knowledge we bake into algorithms, and we must revise these biases over time.
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Abstract

We investigate the use of explicit symbolic action models, as typically used for Automated Planning, in the context of
Reinforcement Learning (RL). Our objective is to make RL agents more sample efficient and human taskable. We say
an agent is taskable when it is capable of achieving a variety of different goals and there is a simple method for goal
specification. Moreover, we expect taskable agents to easily transfer skills learned for one task to other related tasks.
To these ends, we consider high-level models that inexactly represent the low-level environment in which an agent
acts. Given a model, defining goal-directed tasks is a simple problem, and we show how to communicate these goals
to an agent by leveraging state-of-the-art symbolic planning techniques. We automatically generate families of high-
level solutions and subsequently represent them as a reward machine, a recently introduced formalism for describing
structured reward functions. In doing this, we not only specify what the task at hand is, but also give a high-level
description of how to achieve it. The structure present in this description can be successfully exploited by a Hierarchical
RL system. The reward machine represents a collection of sequential solutions and can be used to prune the options
available when training. We can ensure that, at every step, the meta-controller can only select options that represent
advancement in some high-level plan.

We empirically demonstrate the merits of our approach, comparing to a naive baseline where a single sequential plan is
strictly followed, and to standard Hierarchical RL techniques. Our results show that the approach is an effective method
for specifying tasks to an RL agent. Given adequately pretrained options, our approach reaches high-quality policies in
previously unseen tasks in extremely few training steps and consistently outperforms the standard techniques.
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Automated Planning
Symbolic Planning
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1 Introduction
Reinforcement learning (RL) techniques allow for agents to perform tasks in complex domains, where environment
dynamics and reward structures are initially unknown. These techniques are based on performing random exploration,
observing the dynamics and reward returned by the environment, and synthesizing an optimal policy that maximizes
expected cumulative reward. Unfortunately, when reward is sparsely distributed, as is the case in many applications,
RL techniques can suffer from poor sample efficiency, requiring millions of episodes to learn reasonable policies. Further,
these systems are typically not taskable: specifying new tasks is often difficult and the skills that are learned for one
task are not easily transferred to others. Over the years a number of approaches have been proposed to address these
shortcomings including efforts to learn hierarchical representations or to define options, a form of macro-action that can
be used by the RL system [9] .

Our interest in this paper is in leveraging high-level symbolic planning models and automated plan synthesis techniques,
in concert with state-of-the-art RL techniques, with the objective of significantly improving sample efficiency and creating
systems that are human taskable. Our efforts are based on the observation that some approximated understanding of the
environment can be characterized as a symbolic planning model—a set of properties of the world and actions that cause
those properties to change in predictable ways.

Recent research has demonstrated the benefit of providing high-level instructions to an RL system to improve sample
efficiency (e.g., policy sketches [1]). Nevertheless, these instructions must be manually generated. By using a symbolic
model of the environment rather than a task-specific set of instructions we are able to automatically generate instructions
in the form of one or more sequential or partial order plans—the latter compactly characterizing a multitude of sequential
plans. We represent these plans as a structured reward function in the form of an automata-inspired reward machine [10].
This reward machine is then used to enhance a Hierarchical Reinforcement Learning (HRL) system by ignoring options
that—based on inspection of the machine’s structure—cannot result in future reward.

We compare our approach to standard forms of HRL and to a naive baseline algorithm. Our results show that the
approach is an effective method for specifying tasks to an RL agent, reaching high-quality policies for previously unseen
tasks in extremely few training steps.

2 Related Work
The options framework [9] has become a well-known standard approach for exploiting temporal abstraction in Rein-
forcement Learning. A key contribution of our work is the way in which we use explicit symbolic planning to select
adequate options.

Other existing approaches have used symbolic planning to select options or macro-actions. An early approach proposed
using a symbolic planner coupled into an RL agent [2]. There, the planner produces an initial high-level plan and is
subsequently used to replan when the plan’s preconditions are violated. A related approach uses a sequential plan to
modify the reward via reward shaping [3]. In contrast to these approaches, our system uses planners to produce a single
structured reward function that represents the task at hand. Our approach is orthogonal to the idea of reward shaping,
and we believe that it may be applied in our setting.

Recent work has also proposed methods based on coupling a planner to an RL agent [11, 7]. There, the focus has been
on two-way communication between agent and planner to continuously improve the high-level model and find better
high-level solutions. In our case, we assume an adequate high-level model is given and we show how to exploit it. Other
work has explored techniques for automatically building such abstractions [6, 5]. Integrating such techniques into our
work may prove to be an interesting direction for future work.

Finally, there has also been work that has focused on learning explicit state-transition systems that represent high-level
models [12]. With these, standard graph search algorithms can be used to find sequences of macro-actions. Our work
considers implicit state-transition systems described as classical planning domains. This allows us to consider highly
combinatorial problems that are far too large to represent explicitly.

3 Preliminaries
For the purposes of this work, we will say that the environment in which an RL agent acts is formalized as a tuple
E = 〈S,A, p〉, where S is its set of states, A is the set of available actions, and p(st+1 | st, at) is the transition probability
distribution. A policy is defined as a probability distribution π(a | s) that establishes the probability of the agent taking
action a given that its current state is s.

For defining tasks, we consider a recently introduced reward mechanism known as reward machines [10]. A reward
machine is a finite-state machine that can be used to specify temporally-extended and non-Markovian reward functions.
The intuitive idea is that transitions in the reward machine take place based on observations made by the agent about
the environment, and that the reward depends on the transitions taken in the machine. The observations are represented
by a set of propositional symbols P , which correspond to facts that the agent may perceive. For a given environment, we

1

Paper # 198 192



assume there is a labeling function L : S → 2P that establishes what is perceived when reaching a state. Then, a reward
machine for environment E and observation propositions P is given by the tupleR = 〈U, u0, δu, δr〉. U is its set of states,
u0 is its initial state, δu : U × 2P → U is its state transition function, and δr : U × U → R is its reward transition function.
Whenever the agent makes a transition (s, a, s′) in the environment and observes P ⊆ P , the current state in the reward
machine is updated from u to u′ = δu(u, P ). At this point, the agent receives reward δr(u, u′).

Temporal Abstraction in RL The options framework proposes the use of policies that are trained for achieving specific
high-level behaviours, coupled with well-defined termination criteria for their application [9]. An agent acting within
this framework can choose, at every step, to either apply a low-level action or to apply one of these high-level options.
We use a simplistic notion of option defined as a pair o = 〈πo, To〉, where πo is the corresponding policy and To ⊆ S is a
set of states that the policy is intended to reach and that will be used as the option’s termination criterion.

Symbolic Planning We specify planning domains in terms of a tuple D = 〈F,A〉. F is a set of propositional symbols,
called the fluents of D, and A is the set of planning actions in the domain. Planning states are specified as subsets of F ,
so that state S ⊆ F represents the situation in which the fluents in S are all true and those not in S are false. Actions are
specified in terms of their preconditions and effects, which are given as logical formulae over the propositional fluents.
Actions are only applicable in states where their preconditions are satisfied, and such application results in a transition
to a state where the action’s effects are true, and everything else remains unchanged.

A planning task is described by an initial state and a goal condition. The goal is given as a formula over the fluents of
the domain. Any state that satisfies the goal condition is said to be a goal state. A sequence of actions Π = [a0, a1, . . . , an]
is known as a sequential plan for a task when it is possible to sequentially apply the actions starting at the initial state,
and doing so reaches a goal state. Given a plan Π = [a0, a1, . . . , an], we will refer to its prefix with respect to action ai as
prefix(Π, ai) = [a0, a1, . . . , ai−1].

A D

CB
K

K

B[

[ [

[ [

[b

Figure 1: The OFFICEWORLD.

Partial-order plans generalize sequential plans by relaxing the ordering condition
over the actions. A partial-order plan is a tuple Π =

〈
A,≺

〉
, where A is its set of

action occurrences and ≺ is a partial order over A. The set of linearizations of Π,
denoted Λ(Π), is the set of all sequences of the action occurrences inA that respect
the partial order ≺. Any linearization Π ∈ Λ(Π) is a sequential plan for the task.
Intuitively, a partial-order plan represents a family of related sequential plans.

Running Example We consider a version of the OFFICEWORLD domain de-
scribed by Toro Icarte et al. [10]. The low-level environment is represented by
the grid displayed in Figure 1. An agent situated in any cell can try to move in
any of the four cardinal directions, succeeding only if the movement does not go
through a wall. The symbols in the grid represent events that can be perceived
by the agent: it picks up coffee or mail when it reaches the locations marked with
blue cups or the green envelope, respectively, or it can deliver what it picked up
by reaching the office, marked by the purple writing hand, etc. The locations marked [ are places the agent must not
step on. The four additional named locations (A, B, C, D) can also be recognized by the agent. An example of a task is
that of delivering both mail and coffee to the office. For this task, any optimal policy will need to choose whether to get
the coffee or mail first depending on the agent’s initial position.

4 Planning Models in RL
Given a low-level environment E = 〈S,A, p〉 and the set of associated symbols P that represent possible observations, a
symbolic model for E is specified asM = 〈D, α〉, where D = 〈F,A〉 is a planning domain and α : A → 2P is a function
that associates planning actions with sets of observations.

Note that the symbols in F do not directly map to the observations, and that they can therefore be used to model state
properties that cannot be directly perceived in the low-level environment. In the OFFICEWORLD running example, some
of the symbols in F represent state properties that are non-Markovian in the low-level environment, such as the set of
locations that were visited in the past, and whether or not the agent is carrying coffee or mail.

Note that one of the key properties of automated planning systems based on symbolic models is that specifying indi-
vidual tasks is a very simple problem. We take advantage of this by enabling the description of such tasks—goals in the
symbolic models—to be communicated to an RL agent.

From Symbolic Planning Actions to Options Given an environment E and a corresponding symbolic modelM, we
can define a set of options that represents relevant transitions that can occur in M. For every planning action a ∈ A,
we build a target set Ta comprised of all the low-level states in which every observation associated with a is perceived.
Formally, this is defined in terms of L−1, the preimage of the labeling function: Ta = L−1(α(a)) ⊆ S. Then, the set of
options can be defined as O(M) = {〈πa, Ta〉 | a ∈ A}, where every πa is a policy trained specifically for reaching the
states in Ta. Note that two or more actions in Amay produce the same target set and be represented by a single option.
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From Plans to Meta-Controllers We propose that a good way of communicating the high-level tasks to the agent
is not in terms of the goals of the task, but rather in terms of high-level plans that achieve them. This allows us to
specify tasks that are non-Markovian from the perspective of the low-level environment, such as delivering coffee in the
OFFICEWORLD, while simultaneously enabling a natural form of task decomposition.

To actually give a specific high-level plan to an RL agent, we will design a simple reward machine that directly represents
the execution of the plan. Reward of 1 will be given only upon completing this execution.

• U = {u0, u1, . . . , un+1}
• δr(ui, uj) ={

1 if i = n and j = n+ 1

0 in any other case

• δu(ui, P ) ={
ui+1 if P = α(ai)

ui in any other case

(a) Reward machine based on a sequential plan Π =
[a0, a1, . . . , an].

• U = 2A, u0 = ∅

• δr(ui, uj) =

{
1 if uj = A
0 in any other case

• δu(u, P ) =



u ∪ {a} if ∃a ∈ A,Π ∈ Λ(Π),
s.t. u = prefix(Π, a)

and P = α(a)

u in any other case

(b) Reward machine based on a partial-order plan
Π =

〈
A,≺

〉
.

Figure 2: Reward machines defined by plans.

For a sequential plan Π = [a0, a1, . . . , an], the implementation of the
corresponding reward machine is very straightforward and shown in
Figure 2a. If instead of a sequential plan we consider a partial-order
plan Π =

〈
A,≺

〉
, we need a reward machine that effectively repre-

sents all possible orderings of the plan, in a way that any execution of
one of them results in receiving a reward of 1 only on the last step. We
build this machine by including one state for every possible subset of
A. This ensures that the machine’s executions correctly keep track of
which actions have already taken place. Note that some of these states
will not be reachable. In practice, we will only generate the states as
needed. The possible transitions will be defined by explicitly consid-
ering Λ(Π), as described in Figure 2b.

Note that the given definition of δu does not necessarily imply a func-
tion. Consider two actions a, b ∈ A such that P = α(a) = α(b), that
is, actions that result in the same observations. In the OFFICEWORLD,
an action to simply visit the office achieves the same event as the ac-
tion to deliver coffee. Now, if there are two linearizations of Π, Πa

and Πb, such that u = prefix(Πa, a) = prefix(Πb, b), then either action
could be used in the definition of δu(u, P ). In such cases, we arbitrarily
choose which of the actions to use, as either choice represents a valid
linearization of Π.

From Reward Machines to Meta-Controllers Given an environment
E and a symbolic model M = 〈D, α〉, we want to leverage the set
of options O(M) to efficiently find a low-level policy for achieving a
high-level goal g defined in terms of D. A naive approach consists
of finding a sequential plan for g and then attempting to execute the
corresponding options in order. A more flexible approach is to learn
a meta-controller over the options while using the plan only to spec-
ify the reward function. The latter approach also allows the use of a
partial-order plan, resulting in a less restrictive reward.

Our third and main approach combines the flexibility of partial-order
plans with the simplicity of naively following a plan. Effectively, we
train a meta-controller that is a priori restricted to only select among options that correspond to actions that are reasonable
within the context of a partial-order plan. In practice, this means that the meta-controller is limited to selecting options
that can advance the reward machine toward its goal, an idea introduced by Toro Icarte et al. as a simple way of exploiting
the structure in a reward machine [10] .

5 Empirical Evaluation

We evaluated our approach by considering two different low-level environments and respective high-level symbolic
models. In each case, we defined a set of option candidates using the approach outlined in Section 4. We subsequently
pretrained these options, and finally evaluated our approach on a number of new tasks for each environment. For each
task we computed sequential and partial-order plans, and built the corresponding reward machines. We compare our
results against the use of the same pretrained options in a standard HRL framework, and against the naive approach
outlined above. In all cases, the training was done through the Q-learning algorithm.

The first test environment is the OFFICEWORLD running example. Here the high-level actions include visiting any of
the named locations, getting coffee, getting mail, delivering either coffee or mail to the office, and delivering both coffee
and mail to the office. This results in options for going to any of the named locations or to the office, and for getting
coffee and getting mail. The actions for delivering to the office are all mapped to the same observation, which occurs
whenever the agent reaches the office, and therefore correspond to the same option. For this environment, we tested on
tasks consisting of 6 different goals and 10 random initial states for each goal.
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(b) MINECRAFTWORLD

Figure 3: Experimental performance
obtained on previously unseen tasks.

Our second environment is the Minecraft-inspired gridworld described by An-
dreas et al. [1]. The grid contains raw materials (e.g., wood, iron) and loca-
tions where the agent can combine materials to produce refined materials (e.g.,
wooden planks), tools (e.g., hammer), and goods (e.g., goldware). The high-
level actions allow for collecting each of the raw materials, and for achieving
the combinations. The types of tasks that we evaluated on include examples
such as “build a bridge” or “have a hammer and a pickaxe”. We ran experiments
on 10 different maps, 10 different final-state goals, and 4 random initial states
for each combination of map and goal.

In both environments, we pretrained options by generating a small set of ran-
dom initial states. We simultaneously trained a single policy for each option.
The experience observed when training for any given option was used for
training all other options, in an off-policy learning setting. This pretraining
was restricted to a small number of reinforcement learning steps. In each in-
dependent experiment, option policies were continuously refined as the agent
continued to interact with the environment.

We used the Fast Downward planning system [4] to quickly produce high-
quality sequential plans. To get partial-order plans, we relaxed the sequential
plans by solving a mixed integer linear program, following Muise et al. [8].

Results and Discussion We report the results for the OFFICEWORLD and
MINECRAFTWORLD environments in Figures 3a and 3b. Each graph displays
the performance obtained after training with the labeled algorithm for the
specified number of steps. HRL(restr) refers to our main approach; HRL(seq)
and HRL(pop) refer to the standard HRL approach, respectively using the re-
wards specified by the sequential and partial-order plans. In all cases, we
report the normalized median discounted reward (using discount γ = 0.9)
obtained on all tasks and several independent trials. We also show the me-
dian quintile performance (shaded area). Rewards were normalized by the
best value obtained for each task across all independent experiments.

The aim of our experiments was to validate our approach as a method for
easily solving unseen tasks. In particular, they show how by just having pretrained options and a high-level plan, we
could obtain high-quality policies for the new tasks with little extra learning. Our results were positive and show that the
approaches that restrict which options can be used based on the actions presented by the plan produced good policies
after very few training steps. The naive method quickly reached a plateau in its performance; but even when compared
to this, the other methods we tested needed up to an order of magnitude more training steps to reach comparable results.
Our main approach significantly outperformed all other approaches, even after a large number of training steps.

To conclude, we believe that the automatic generation of goal-relevant options and ordering constraints over them—in
conjunction with the ability to explicitly represent them in a structured reward function—is one of the key aspects that
will enable RL systems to be both taskable and scalable. Moreover, we believe that symbolic planning and knowledge
representation techniques can provide the ideal framework for generating such options and constraints. Planning for-
malisms and algorithms support a plethora of different domain and solution properties, such as temporally-extended
goals, preferences, diverse plans, numeric constraints, and more. All of these could be used for representing rich rein-
forcement learning tasks, while preserving useful structure that can be exploited when learning policies.
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Abstract

Off-policy learning in deep reinforcement learning (RL) relies on the ability of using past samples from an experience
replay buffer, where samples are collected by a different behaviour policy. Despite its usefulness in terms of sample
efficiency, off-policy learning often suffer from high variance. Doubly robust (DR) estimators were introduced by Jiang
and Li [2016], Thomas and Brunskill [2016] to guarantee unbiased and lower variance estimates in off-policy evaluation.
In this work, we extend the idea of doubly robust estimation in actor-critic algorithms, to achieve low variance estimates
in the off-policy critic evaluation. DR estimators can also be interpreted as a control variate Thomas and Brunskill [2016].
In policy gradient algorithms relying on gradient of action-value function, we therefore propose using a control variate to
achieve lower variance in the critic estimate itself. We suggest that controlling the variance, and achieving a good estimate
of the action-value function is a key step towards stability of policy gradient algorithms. We demonstrate the usefulness of
using a doubly robust estimator in the policy critic evaluation in a popular off-policy actor-critic algorithm on several
continuous control tasks. Extending the usefulness of DR estimators in policy gradients may be an important step towards
improving stability of policy gradient methods, relying on reliably good, unbiased and low variance estimations of the
critic.

Keywords: Off-policy learning, Policy gradient and Actor-Critic algorithms,
Doubly Robust Estimators, Control Variates
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1 Introduction

Policy gradient methods are a wide class of model-free algorithms used to solve continuous control tasks Lillicrap et al.
[2015], Silver et al. [2014a]. These class of algorithms are adaptable to solve a range of complex tasks. However, due to the
instability of policy gradient algorithms, especially in the off-policy case, as noted by Henderson et al. [2018], often state
dependent or state-action dependent baselines are used to reduce variance of the policy gradient estimators. Monte-Carlo
on-policy policy gradient estimates Williams [1992] often suffer from high variance, and requires state dependent unbiased
baselines to reduce variance. Actor-Critic algorithms replaces the Monte-Carlo returns with an estimated return to reduce
variance, but at the cost of introducing bias. A wide range of state-action dependent baselines have also been introduced,
which are often mostly used for off-policy actor-critic algorithms Lillicrap et al. [2015]. Although several state-action
dependent baselines have been introduced Gu et al. [2016], there exists a mirage between the choice of the baseline Tucker
et al. [2018], and the choice of the right baseline is often not clear. It is often argued that the variance of action dependent
baselines often increases, compared to using a state dependent baselines, in few of the standard control tasks Tucker et al.
[2018].

In this paper, we extend the idea of doubly robust off-policy evaluation Jiang and Li [2016] in actor-critic algorithms.
Doubly robust (DR) estimators have better theoretical understandings, both from the bandits literature Dudík et al. [2015]
and for sequential decision making Jiang and Li [2016]. Thomas and Brunskill [2016] also extends the idea of doubly
robust off-policy evaluation as a control variate to further reduce variance while keeping the estimators unbiased for both
finite and infinite horizon settings. We propose to extend doubly robust estimators in the off-policy critic evaluation of
actor-critic algorithms. More interestingly, the introduction of DR estimators can be thought of as an using an advantage
function, Â in the critic estimate itself, as we derive later, which has an interesting connection to control variates for
critic estimation to reduce variance of regression estimate. Instead of using a control variate in the gradient estimator,
we are subtracting a state dependent baseline, and adding a state-action dependent control variate in the critic estimate
itself. Through the use of a separate reward function approximator, we suggest that a DR estimator which adds a
state-action dependent baseline while subtracting a state dependent baseline can make off-policy gradient algorithms
work significantly better in practice. Importantly, we believe that extending the idea of DR estimators to actor-critic
algorithms is an interesting step in itself.

2 Preliminaries

In policy gradient methods, the aim is to learn a parameterized policy πθ(a|s) to maximize the discounted sum of
cumulative returns along the sampled trajectories, given by J(πθ) = Eπθ

[
∑∞
i=t+1 γ

ir(si, ai)]. Based on the policy gradient
theorem Sutton et al. [2000], we can improve the policy parameters θ using the policy gradient, which can be computed
with Monte-Carlo estimation∇θJ(θ) = Eπθ

[∇θ log πθ(a|s)Qπθ (s, a)], where, the E above uses samples under the current
policy π. Often the policy gradient estimator can suffer from high variance, and hence an advantage function Aπθ (s, a) =
Qπθ (s, a)− V πθ (s) or a state dependent baseline, or a combination of both is used in practice to reduce baseline ∇θJ(θ) =
Eπθ

[∇θ log πθ(a|s)(Qπθ (s, a)−V πθ (s))]. Alternatively, often the gradient is also estimated with an advantage function critic
and using a state-action dependent baseline, such that Aw(s, a)−Q(s, a) where the critic uses a function approximator
parameterized by w and a separately learned baseline is used.

2.1 Off-Policy Actor-Critic Algorithms

Instead of on-policy gradient estimators, which can be sample-inefficient in practice, due to their inability to re-use data
from past experiences, often an off-policy gradient estimate is preferred, based on the deterministic policy gradient (DPG)
theorem Silver et al. [2014a]. For continuous control tasks, the DDPG algorithm Lillicrap et al. [2015] is often used due to
their ease ability to learn from experience replay buffer. The off-policy policy gradient estimator is given by ∇θJ(θ) =
Eµ[∇θQw(s, πθ(s)], whereQw is a critic estimate and πθ is a deterministic policy which outputs continuous actions, to allow
directly finding the gradient of the action-value function. Due to the instability of off-policy gradient methods with function
approximators, we often require careful fine-tuning of this algorithm Henderson et al. [2018] as the gradient estimate is
directly related to the estimate of the critic. Since the DPG Silver et al. [2014a] algorithm can avoid importance sampling
(IS) corrections, typically required in off-policy learning Precup [2000], the critic can be evaluated with a regression based
objective without any high variance IS corrections being required L(w) = Eµ[(r(s, a) + γQ(s′, πθ(s′)) − Q(s, πθ(s)))

2],
where the Eµ is under samples from the experience replay buffer, and the off-policy critic evaluation is a regular one-step
temporal difference (TD) based update without requiring off-policy corrections, even though we are using old samples
from the replay buffer. This is due to the DPG theorem Silver et al. [2014b] which avoids an integral over the action space,
avoiding the need for IS corrections. However, the DDPG algorithm can often be unstable to use in practice Henderson
et al. [2018], and a state-action dependent or state dependent baseline can be used in the gradient estimate.

In this work, we instead argue that a control variate in the form of a doubly robust estimator Thomas and Brunskill
[2016] should instead be used in the off-policy critic evaluation of DDPG. Since the gradient estimate is dependent on
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directly finding gradient of action-value function, it is better to use a baseline which is unbiased but reduces variance in
the off-policy critic evaluation itself.

2.2 Doubly Robust Off-Policy Evaluation

The doubly robust (DR) estimator in MDPs was introduced by Jiang and Li [2016], Thomas and Brunskill [2016] to reduce
the variance of off-policy evaluation, while keeping the regression based estimators unbiased. Jiang and Li [2016] argued
that instead of using importance sampling corrections, which is unbiased, but can have high variance, it is better to use
DR estimators in off-policy evaluation tasks. The key step in DR estimator is to use the following unbiased estimator

VDR(s) = V̂ (s) + ρ[r(s, a) + γVDR(s
′)− Q̂(s, a)] (1)

where in the case of off-policy, ρ is the importance sampling correction in the update, and we replace V π with V πDR to
denote a DR estimation of the off-policy evaluation. A key requirement in DR estimators is to use an approximation to the
MDP model since the V̂ requires the rewards from an approximation of the MDP. In other words, R̂ used to compute V̂ is
the model’s prediction of the reward. Given the samples from past data and an approximate model of the MDP, the goal
of DR estimators is to produce a low variance regression mean equated error estimate MSE(VDR, V

π).

3 Approach

In this work, we extend the idea of DR estimators in the off-policy DDPG algorithm, where we propose to use a doubly
robust estimator, as a control variate, to reduce variance of the critic estimates. The key idea of our work is to use a low
variance and unbiased DR estimator to estimate the critic, instead of using a control variate in the gradient estimate
itself. Our key intuition is as follows : since the policy gradient estimate in DDPG relies directly on finding gradient of
action-value function, the important quantity in DDPG is to have a reliably good low variance estimate of the critic. We
therefore aim to reduce the variance of the critic estimate itself. Since we can re-use samples from the experience buffer,
we can use an off-policy low variance evaluation of the critic based on sampled states and actions to further reduce the
variance of the policy gradient estimator in the actor update. When we incorporate the DR estimator, the off-policy critic
estimate in DDPG QDR(s, a) will be as follows

QDR(s, a) =Q̂(s, a) +
[
r(s, a) + γQDR(s

′, πθ(s
′))− V̂ (s)

]
(2)

where Q̂ and V̂ are computed based on an approximation of the rewards R̂ using a reward function approximator.

Reward Function Approximator : We extend the idea of DR estimator Jiang and Li [2016] in actor-critic algorithms in deep
reinforcement learning. Typically DR estimation requires an approximate MDP model to have an estimate of the rewards
R̂. In this work, instead of using an approximate model, we instead use a parameterized reward function approximator
R̂ = fφ(s, a) to predict the rewards. In other words, we use an approximation R̂ of the true reward function r(s, a) and
learn the reward function approximator based on sampled states from the experience replay buffer. This is a supervised
learning (SL) step, where given the s, a, r, s′ tuples in the reply buffer, we can train an approximate reward model R̂ to
predict the true rewards r based on the following regression based update

L(φ) = Es,a,r∼Buffer[(R̂(s, a)− r(s, a))2] (3)

The reward function approximator fφ(s, a) therefore predicts the reward for the batch of experiences available in the
replay buffer. The predicted rewards R̂ can then be used to compute Q̂, which is a separate control variate or baseline
function approximator. The Q̂ can further be learned, as typically done for a separate control variate as follows

L(Q̂) = Es,a,r,s′∼Buffer[(R̂(s, a) + γQ̂(s′, πθ(s
′))− Q̂(s, a))2] (4)

Following 4 we can further estimate V̂ (s) similar update rule. Therefore, using a reward function approximator, we can
compute QDR as in doubly robust regression estimation, without explicitly using an approximation of the model of the
MDP.

For learning the off-policy critic estimate in DDPG, we therefore use the following update rule, based on the DR estimator,
where the QDR is estimated with a parameterized function approximator w.

L(w) = Es,a,r,s′∼Buffer
[
Q̂(s, a) +

(
r(s, a) + γQDR(s

′, πθ(s
′)
)
− V̂ (s)−QDR(s, a)

]
(5)

2
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Equation 5 can be explained as follows. Instead of the regular critic update in DDPG, we have introduced the DR estimate
of the critic, where Q̂ and V̂ are estimated based on a reward function approximator. Equation 5 can be interpretated
as introducing a DR control variate Thomas and Brunskill [2016] in the critic update, where we have subtracted a state
dependent baseline (as typically done to reduce variance of policy gradient estimates) and added a state-action dependent
control variate (unlike typically subtractinga this control variate). As in DR off-policy evaluation, this also achieves an
unbiased, low variance estimate of the critic in actor-critic algorithms. This can also be interpreted as adding a separate
advantage function estimation since Â = Q̂− V̂ , where the advantage function is now learnt with a separate approximation
of the rewards R̂. In our experiments, we show that adding a state-action dependent inverse baseline (since we are adding
the control variate), inspired from using DR estimation for off-policy evaluation, we can significantly improve our estimate
the critic (lower MSE) and improve performance of our algorithm for continuous control tasks.

4 Experimental Results

We evaluate the performance of our DDPG algorithm with a doubly robust critic estimator on several continuous control
Mujoco tasks Todorov et al. [2012]. We use two variants of the DR estimator in the critic (a) : We add only a state-action
dependent Q̂(s, a) in the critic estimate, denoted by DDPG-HDR and (b) use the full DR estimator as the advantage term
Q̂−V̂ ). Experiments are evaluated on the Half-Cheetah-v2, Walker-2d-v2, Hopper-v2, Swimmer-v2, InvertedPendulum-v2,
InvertedDoublePendulum-v2 environments, and evaluated an average over 3 runs with random seeds.
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Figure 1: Performance Comparison of DDPG and Variants of Doubly Robust DDPG

Figure 1 shows that using a DR estimator in DDPG, we can significantly reduce variance and improve the performance of
our algorithm over the standard baseline over all the environments except Hopper-v2. Interestingly, however, using the
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full form of the DR estimator does not necessarily lead to better performance, but adding only a state-action dependent
control variate in the critic estimate has a better effect, as shown in figure 1.

5 Discussion and Conclusion

In this work, we have shown that the doubly robust (DR) estimator can be extended to the actor-critic setting, where the
critic can be estimated with a DR estimator to reduce variance while keeping the estimator unbiased. Even though the DR
estimator depends on an approximate model of the MDP, we suggest that to extend DR to be fully model-free, we can
instead use a reward function approximator fφ and learn it to predict the rewards R̂ as an approximation to the estimated
model rewards. The reward function approximator can be learnt using the same batch of data in the experience replay
buffer without more computation. We evaluated the performance of our algorithm on standard baselines, building off the
DDPG algorithm, and showed that the introduction of a control variate in the critic estimate can lead to marginally better
performance.

In future work, it would be interesting to see other ways the reward function approximator can be used to predict the
rewards R̂. Since predicting the rewards can be considered as a supervised learning problem, it would be interesting to
see the effect of over-fitting in the reward function approximation. Furthermore, we would require theoretical analysis of
the bias variance trade-off of the DR estimator in the actor update, to fully understand the potential of DR estimators in
the actor-critic setting. We evaluated our variance reduction on DDPG only. More experiment are required to show, how
well does the variance reduction of DR estimators generalize in policy gradient methods.
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Abstract

Policy gradient theorem [1] is a fundamental result in reinforcement learning. A class of continuous control tasks rely
on policy gradient methods. However, most of these algorithms rely on using samples collected on-policy. While there
are serveral approaches proposed for off-policy policy gradients, there exists a lack of an off-policy gradient theorem which
can be adapted for deep reinforcement learning tasks. Often off-policy gradient methods are difficult to use in practice
due to the need for an importance sampling correction which can have unbounded variance. In this paper, we propose
a derivation for an off-policy policy gradient theorem which can completely avoid high variance importance sampling
corrections. Towards this goal, we introduce the existence of a policy gradient theorem using a non-linear Bellman
equation (logarithmic mappings of value function). We show that using logarithmic mappings of the policy gradient
objective, we achieve a lower bound to the policy gradient, but can avoid importance sampling and derive the gradient
estimate where experiences are sampled under a behaviour policy. We further develop an off-policy actor-critic algorithm,
and suggest that the proposed off-policy gradient can be used for deep reinforcement learning tasks, for both discrete and
continuous action spaces.
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1 Introduction

Off-policy learning in reinforcement learning (RL) is often desired due to its ability to learn from and re-use multiple
streams of experiences collected under a behaviour policy, to learn about a target policy. Off-policy RL is often desired
due to their sample efficiency, and scaling up off-policy methods has been a fundamental goal towards efficient RL. A
central approach to off-policy learning, however, relies on importance sampling (IS) corrections [2], which can exhibit high
variance, making off-policy algorithms often unstable to use in practice.

A wide range of on-policy [3, 4] and off-policy [5, 6] algorithms exist. Unfortunately, the choice of which algorithm to use
is often dictated by the action space being discrete or continuous. In particular, the range of off-policy gradient algorithms
for discrete action spaces is quite limited. Previously, [7] proposed the off-policy counterpart of the policy gradient
theorem [1], but uses a crude approximation to the gradient term and the theorem only works for tabular representations
of the policy. [8] proposed an actor-critic algorithm under off-policy training, and shows that there exists convergence
guarantees for the case where the critic uses a linear function approximation. Recently, [9] proposed the off-policy gradient
theorem, for the case of both stochastic and deterministic policies, but relies on estimating the emphatic weightings which
makes the algorithm often difficult to scale in practice. The success of off-policy policy gradients is widely dominated due
to the existence of the Deterministic Policy Gradient theorem [10], which only works for the case of deterministic policies
and continuous actions.

In this work, we propose an off-policy policy gradient theorem following the policy gradient theorem [1] and suggest the
provide the following contributions. We derive the policy gradient estimates with logarithmic mappings assuming
positive rewards, but the results can be extended for general rewards by using a decomposition of the value function
under positive and negative rewards.

• We derive a policy gradient theorem based on non-linear logarithmic mappings of the value function. We first
derive the policy gradient, and then extend the result for the off-policy case which has a desriable property as
follows

• The off-policy policy gradient theorem using logarithmic mappings can avoid importance sampling (IS) corrections
which can have high unbounded variance. This is an important result in off-policy RL, since most of off-policy
learning methods relies on importance sampling and variants

• We suggest that by using Jensen’s inequality with logarithmic mappings of the policy gradient objective, we can
compute the Monte-Carlo estimate of the gradient under samples from the behaviour policy, without the need for
any importance sampling corrections

• The proposed off-policy gradient objective can be particularly interesting as it can be extended for both discrete
and continuous action spaces - a result lacking in policy gradients literature, since the choice of the algorithm
often depends on the action space

• We derive an off-policy actor-critic algorithm, where the critic can be estimated with logarithmic mappings
off-policy and can avoid direct dependency on importance sampling corrections in its estimate. We can show
existence of a unique fixed point for the off-policy one-step critic update with logarithmic mappings.

2 Preliminaries and Background

The goal of reinforcement learning is to find a policy π that maximizes the expected return J(π) = Eπ[
∑∞
t=0 γ

trt]. In
policy gradient methods, we consider parameterized policies πθ(a|s), and optimize the objective by adjusting the policy
parameters θ based on the policy gradient theorem [1, 11]: ∇θJ(θ) = Es∼.π(s),a∼π(a|s)[∇θ log πθ(a|s)Q

π(s, a)]. Note here
that the expectation is under the current policy π, and requires trajectories to be sampled under the current policy to
obtain a sample based estimate. Several variants of the policy gradient theorem have been proposed, including Trust
Region Policy Optimization (TRPO) which often dominates the success of these algorithms in continuous control tasks.
However, most of these algorithms lack the ability to re-use past experiences or off-policy data. In off-policy learning,
importance sampling corrections are used [2] to correct for the difference in distributions and learn the value functions
from experiences that are gathered under a behaviour policy µ(a|s). However, since policy gradient methods are based on
returns until end of the trajectory, this would require per step importance sampling corrections, and therefore the product
of IS corrections would exhibit high variance, making it unsuitable for solving complex tasks. Off-PAC [7] proposed using
marginal importance weights to reduce the variance, but still requires estimating the IS ratio, and further approximates
the gradient by dropping a term. Recent work from [9] tries to address this issue by taking the full approximation to the
gradient, but instead requires estimating the emphatic weightings For deep reinforcement learning, perhaps the most
successful off-policy policy gradient algorithm is the Deep Determininistic Policy Gradient (DDPG), derived from the
deterministic policy gradient theorem, but is only known to work for deterministic continuous action policies. Although
variants of the DDPG algorithm have been proposed, as in the Soft-Actor-Critic (SAC), and the ACER algorithm, but all
these derives from the either the Off-PAC or the DPG policy gradient theorem.
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3 Policy Gradient Theorem with Logarithmic Value Functions

In this section, we show that by considering logarithmic mappings of the value function log V π(s), we can derive the
existence of a policy gradient theorem. We first show that a policy gradient theorem exists for logarithmic value functions,
and then derive the significance of using log V π(s) to derive the off-policy counterpart of the policy gradient theorem. This
has a particularly interesting form as for the off-policy case, unlike existing off-policy policy gradient theorem as in [7, 9],
we can completely avoid the dependency on the importance sampling corrections, which is can have unbounded variance.
This is inspired by the idea of having a non-linear Bellman equation for value functions with logarithmic mappings where
we can write the value function as follows.

Let us first consider the case where the reward function, and hence the value functions are positive. Consider the
logarithmic mapping f(x) = ln(x) and its inverse, f−1(x) = exp(x). We can define an update for Q directly in the
logarithmic space by applying the mapping logQ(s, a) = Q̃(s, a). We can therefore write the update equation as
Q̃(s, a) := (1 − α)Q̃(s, a) + αf [r(s, a) + γf−1(Q̃(s, a))], where Q̃(s, a) is an estimate of the expected return mapped
to the logarithmic space and we can retrieve the regular Q(s, a) with the inverse mapping f−1(Q̃(s, a)) 1. Recent work
also demonstrates the existence of logarithmic value functions (under submission).

Following [1], we derive the policy gradient theorem for logarithmic mappings of the value function. We prove the
theorem for the start-state formulation. In the next section, we will show that a similar form of the policy gradient with
logarithmic mappings would hold even for the case of off-policy learning, with the only difference being the policy under
which samples are collected.

The policy gradient objective is given by J(π) = Es∼dπ(s)[V π(s)]. Taking log on both sides, and applying Jensen’s
inequality, we get a lower bound to the policy gradient objective J̃(π), but also get a logarithmic mapping of V π(s), ie,
log J(π) ≥ Es∼dπ(s)[log V π(s)]. Assumiing policy parameterization πθ(a|s), we want to find∇θ log V πθ (s).

∇θ log V π(s) = ∇θ log[
∑

a

π(a, s)Qπ(s, a)] = ∇θ[log[Ea∼π(a|s)Qπ(s, a)]] (1)

>= ∇θ[Ea∼π(a|s)[logQπ(s, a)]] = ∇θ[
∑

a

π(a|s) logQπ(s, a)] (2)

=
∑

a

[∇θπ(a|s) logQπ(s, a) + π(a|s)∇θ logQπ(s, a)] (3)

= Ea∼π(a|s)[∇θ log π(a|s) logQπ(s, a) +∇θ logQπ(s, a)] (4)

Taking Es∼dπ(s) on both sides, we therefore get the policy gradient theorem with logarithmic value functions, as in equation 5.

∑

s

dπ(s)[∇θ log V π(s)] =
∑

s

dπ(s)[Ea∼π(a|s)[∇θ log π(a|s) logQπ(s, a) +∇θ logQπ(s, a)]] (5)

= Es∼dπ(s),a∼π(a|s)[∇θ log π(a|s) logQπ(s, a) +∇θ logQπ(s, a)]] (6)

We can interpret the above policy gradient theorem for logarithmic mappings as follows. This result is similar to the
policy gradient theorem [1], except it uses logQπ(s, a) instead of Qπ(s, a) and adds an extra term that depends on directly
finding the gradient of the logarithmic action-value function (similar to DPG [10] that requires ∇θQ(s, πθ(s)). For discrete
actions, here we would require a relaxation of the discrete action (mean estimate of the actions at a given state).

4 Off-Policy Policy Gradient Theorem

We can derive a similar policy gradient for off-policy where sampled experiences are under a behaviour policy µ(a|s).
We start with the off-policy policy gradient objective J(π) =

∑
s dµ(s)V

π(s). Importance sampling is one of the popular
approaches in off-policy reinforcement learning [2]. Considering policy gradient with end of the trajectory returns, as in
REINFORCE [11], where actions are sampled under the behaviour policy µ(a|s), the importance sampled policy gradient is
given by∇θJ(θ) = (

∏T
t=1 ρt)

∑k
t=0(

∑k
i=0 γ

irt+i)∇θ log πθ(at|st), where ρt denotes the importance weighting. Equation ??
provides an unbiased gradient estimator, but it can suffer from high variance due to the product of unbounded importance
sampling weightings. Off-PAC [7] attacked this problem by using the marginal value functions, and replaces the product

1Note that for stability purposes, we might require an empirical trick and consider a lower bound on the values in the logarithmic
space by considering mappings with a δ of the form f(x) = c ln(x+ δ)
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of importance weights (required with an estimate of the marginal importance weights. Recent work, as in ACER [12],
derives from Off-PAC for an off-policy policy gradient algorithm, but requires clipping of importance weights, while
the critic is evaluated with λ-returns as in Retrace(λ) [13]. We start with the off-policy counterpart of the policy gradient
objective, with marginal importnace weightings

J(π) =
∑

s

dµ(s)V
π(s) =

∑

s

dµ(s)
∑

a

π(a|s)Qπ(s, a) =
∑

s

dµ(s)
∑

a

π(a|s)µ(a|s)
µ(a|s)Q

π(s, a)

= Es∼dµ(s),a∼µ(a|s)[
π(a|s)
µ(a|s)Q

π(s, a)]

(7)

Instead of using marginal importance weights, we argue that we can instead apply Jensen’s inequality in equation 7.
Jensen’s inequality states that when f is concave, then f(E[x]) ≥ E[f(x)]. Applying Jensen’s, and considering logarithmic
mappings to equation 7, we therefore get a lower bound to the above policy gradient objective.

J̃(π) = log[Es∼dµ(s),a∼µ(a|s)[
π(a|s)
µ(a|s)Q

π(s, a)]

≥ Es∼dµ(s),a∼µ(a|s)[log[
π(a|s)
µ(a|s)Q

π(s, a)]] = Es∼dµ(s),a∼µ(a|s)[log π(a|s) + logQπ(s, a)− logµ(a|s)]
(8)

Considering parameterized policies πθ(a|s), the gradient of the lower bound to the objective is therefore

J̃(θ) = Es∼dµ(s),a∼µ(a|s)[∇θ log πθ(a|s) +∇θ logQπ(s, a)−∇θ logµ(a|s)]
= Es∼dµ(s),a∼µ(a|s)[∇θ log πθ(a|s) +∇θ logQπ(s, a)]

(9)

Equation 9 gives the off-policy policy gradient theorem where samples are under the behaviour policy µ(a, s) instead of
π(a, s). More interestingly, equation 9 has the same form as we previously showed with the policy gradient theorem with
logarithmic mappings in equation ?? with the only difference of not having to sum over actions and having Eµ instead
of Eπ. This is an interesting result since the same form of the policy gradient theorem holds, for both the on-policy case
(where E is under the target policy π), and the off-policy case (where E is under the target policy µ), requiring only minor
changes. In the off-policy case, however, we would require the critic to be evaluated under off-policy samples with regular
importance sampling corrections. We demonstrate, in the next section, how considering logarithmic mappings of the
value function, we can also derive an off-policy critic in the logarithmic space.

5 Off-Policy Actor-Critic with Logarithmic Policy Evaluation

In this section, we derive an off-policy actor-critic algorithm following the policy gradient theorem in equation ?? and the
off-policy counterpart of it in equation 9. In off-policy actor-critic, we can approximate the critic logQπ(s, a) ≈ logQw(s, a)
with a function approximator, and would need off-policy corrections for the critic evaluation, since we want to estimate
logQπ(s, a) while our samples are under the behaviour policy µ(a, s). We consider the one-step off-policy critic evaluation
here, ie, off-policy SARSA or Expected SARSA, instead of the more popular variants with λ-returns as in Retrace(λ) [13].

However, note that, unlike the regular critic Qπ(s, a) as in most actor-critic algorithms, we now have a logarithmic
mapping of the critic evaluation logQπ(s, a). In this section for the off-policy critic evaluation, we consider the value
function mapped to the logarithmic space and perform the value function updates directly in this space. We emphasize
that considering logarithmic mappings have an interesting outcome - for off-policy corrections, we can now directly avoid
the importance sampling ratio.

We show the off-policy critic update directly in the logarithmic space as follows. Let us first consider the off-policy TD
update, with an importance sampled correction given by Q(s, a) := Q(s, a) + απ(a|s)µ(a|s) [r(s, a) + γQ(s′, a′)−Q(s, a)].

Recent work (under submission) shows the existence of a non-linear Bellman equation with logarithmic mappings of the
value function. Considering the off-policy update with logarithmic value functions, we can write the update as

Q̃(s, a) := Q̃(s, a) + αf [
π(a|s)
µ(a|s) [r(s, a) + γf−1Q(s′, a′)−Q(s, a)]] = Q̃(s, a) + αf [

π(a|s)
µ(a|s) ] + αf [r(s, a) + γf−1Q̃(s′, a′)− Q̃(s, a)]

(10)
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and since f(x) = log(x), we can write the above off-policy update as Q̃(s, a) = Q̃(s, a) + α[log π(a|s) − logµ(a|s)] +
αf [r(s, a) + γf−1Q̃(s′, a′)− Q̃(s, a)]. Alternately, we can also consider Expected SARSA off-policy update for the critic
evaluation, in the logarithmic space, such that Q̃(s, a) := Q̃(s, a) + αf [r(s, a) + γ

∑
a π(a|s)f−1(Q̃(s, a))− Q̃(s, a)].

We can similar minimize the MSE loss for the critic update, considering parameterized logarithmic critics Q̃w(s, a) where
the MSE with an Expected SARSA update is given by L(w) = Es∼dµ(s),a∼µ(a|s)[(y − Q̃(s, a))], where the target is given by
y = log[r(s, a) + γ

∑
a′ π(a

′|s′) exp Q̃(s′, a′)]. Following our off-policy gradient theorem, as in equation 9, and considering
logarithmic mappings of the off-policy critic evaluation, we can therefore derive an off-policy actor critic algorithm

∇θJ(θ) = Es∼dµ,a∼µ(a|s)[∇θ log πθ(a|s) +∇θ logQw(s, a)] (11)

where in the actor updates, we update θ following the gradient update in equation 11, and the logarithmic critic
approximation with parameters w is a one step TD update with Expected SARSA, or any off-policy policy evaluation
algorithms.

6 Conclusion and Future Work

In this work, we provide a derivation of the off-policy policy gradient theorem, which relies on logarithmic mappings of
the value functions. We show that a particular interesting property considering non-linear value functions is that, the
resulting policy gradient theorem, and the off-policy counterpart, has the similar form of the gradient such that we can
either compute the gradients on-policy or with behaviour samples in off-policy learning. As a result, we can conveniently
avoid marginal importance sampling corrections in our resulting off-policy gradient theorem.

We have provided a derivation of our off-policy policy gradient theorem. In future work, it would be interesting to see
whether this form of the gradient is useful in both on-policy or off-policy case. Particularly in off-policy learning, if this
approach provides a way to completely avoid importance sampling corrections, it would be interesting to analyse the
effectiveness of this derivation, compared to the other high variance counterparts of off-policy policy gradient methods.
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Abstract

Recent improvements in Reinforcement Learning (RL) have looked to integrate domain specific knowledge into deter-
mining the optimal actions to make in a certain environment. One such method, Feature Reinforcement Learning (FRL)
[1], alters the traditional RL approach by training agents to approximate the expected reward associated with a feature of
a state, rather than the state itself. This requires the value of a state to be some known function of the values of the state
features, but it can accelerate learning by applying experience in one state to other states that have features in common.
One domain where these assumptions hold is the multi-dimensional n-armed bandit task, in which participants deter-
mine which feature is most associated with a reward by selecting choices that contain those features. In this environment,
the expected reward associated with one choice is the sum of the expected reward associated with each of its features.
The FRL approach displayed improved performance over traditional q-learning in predicting human decision making.
Similar improvements in the speed of learning have been displayed in some environments by using an actor-critic (AC)
model, which uses a second-order learning strategy where the state-value function v(s) can be considered as a critic of
the state-action-value function q(s,a) [2]. In this paper we apply the domain specific knowledge approach of FRL onto
AC to develop an Actor-Critic Feature RL (AC-FRL) model and display improved performance over FRL in predicting
human choice decisions in the multi-dimensional n-armed bandit task. These improvements in performance are most
closely connected to the increased confidence that the AC-FRL model has in it’s predictions, particularly in games where
the participant may have not learned which feature was most associated with a reward.

Keywords: Reinforcement Learning, Actor-Critic, Multi-armed Bandits
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1 Introduction
Modelling human learning using Reinforcement Learning (RL) entails addressing many issues and open questions.
Among the most prominent is how individuals learn generalizable policies in high dimensional domains, or resolve
the so-called ‘curse of dimensionality’. One method of mitigating this issue is to implement domain specific algorithms
that use some predefined knowledge of the environment in their learning strategy. Although this method makes these
models less flexible (and imposes ‘inductive bias’), it ideally reflects the types of assumptions humans also make while
trying to improve their decision making in complex tasks. To study this issue, Niv et al. [1] developed a small-scale lab-
oratory task, in the form of a multi-dimensional n-armed bandit task, that nonetheless captures many of the important
issues involved in learning in high-dimensional environments. This task consists of human participants selecting options
with different combinations of randomly generated features, and determining which single feature was most associated
with a reward.

To tackle the issues with predicting human decision making in complex environments, Niv et al. developed a ‘Feature
Reinforcement Learning’ (FRL) model, based on learning a state-action value function, q(s, a), but integrated with do-
main specific knowledge of the task, namely that the value of an option should be a weighted (linear) combination of the
features that make up that option. However, this feature representation should be applicable to any RL learning method,
and one interesting candidate is the actor-critic (AC) learning architecture. One feature of AC that make it a good candi-
date for this specific environment is that it may potentially better reflect the neural architecture of human reinforcement
learning [2]. In this paper we apply the same feature representation previously used by the FRL model, but within the
context of an actor-critic RL model. Using this Actor-Critic Feature Reinforcement Learning (AC-FRL) method, we show
improved accuracy in predicting human choice in the multi-dimensional n-armed bandit task.

2 Background
2.1 Multi Dimensional N-Armed Bandit Task
In this task, participants were presented on each trial with a choice of three objects, each composed of three unique fea-
tures, and were required to determine which feature among 9 possibilities was associated with an increased probability
of observing a reward (75% vs 25%). The participants played games lasting uniformly between 15-25 trials in which the
target feature was the same, and all 9 features were present in each trial. The data analyzed in this paper consisted of
22 participants each with 800 trials, with 500 fast-paced (500 ms) and 300 slower-paced trials. The possible features were
the color (red, blue, green), shape (square, triangle, circle), and texture (dotted, hatch, wavy). Each trial contained all 9
features in different combinations determined randomly in 3 choices. A more complete methodology is presented in [1].

2.2 Feature Reinforcement Learning
In the Reinforcement Learning (RL) setting, an agent’s goal is to learn (or approximate) an optimal policy function
π?(a|s) which gives a probability distribution over possible actions for a given state. A fundamental construct in RL to
accomplish this is an optimal state-action function, q∗(s, a), that returns the expected long-term reward associated with
performing action in a state, and subsequently following an optimal policy. The Feature Reinforcement Learning (FRL)
algorithm presented in [1] facilitates learning in multidimensional environments by decomposing the state-action value
function using a linear combination of features:

qω(s, a) = ωTΦ(sa) (1)

where the state s consists of a collection of three objects presented to the subject on a given trial, the action a corresponds
to selecting one of the objects, and sa is the selected object. Φ(sa) returns the feature vector associated with that object,
corresponding to the features that make up any stimulus such as [red, yellow, green, triangle, square, circle, dotted,
wavy, hatch]. For example the vector returned by Φ(s1) where the action is selecting a red-dotted-triangle would be
[1, 0, 0, 1, 0, 0, 1, 0, 0]. The state-action value qω(s, a) is thus a weighted combination of the features that compose the
chosen object, where the vector ω defines the feature weights learned using standard TD-learning with linear function
approximation [2]. In particular, given an observed reward r and learning rate α, the learning rule is:

ω ← ω + α[r − ωTΦ(sa)]Φ(sa) (2)

Given state-action values for each choice, qω(s, a), the FRL algorithm’s choice policy is defined by a soft-max distribution
over these values.

The underlying feature representation reduces the number of trials required to approximate the value of a state by
generalizing the information gathered from an outcome beyond the state it took place in. In the next section we detail
the application of this same approach to a model based on actor-critic learning.

2.3 Actor-Critic Feature Reinforcement Learning
The actor-critic architecture decomposes the basic RL problem into separate sub-problems for learning a value function,
and learning a policy. Notably, this introduces a form of second-order learning dynamics, meaning that it is incrementally
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updating two interacting learning components. The first component is the state-action function q(s, a) which approxi-
mates the expected long term reward of performing an action in a state for the current policy. The second component is
the policy function π(a|s) which is itself adapting to changes in q(s, a) in order to improve behavior, and maps the state
onto the probability of performing any action in that state. In contrast, other RL algorithms such as SARSA or q-learning
lack this second-order learning property, as the policy is directly and immediately determined by the current value func-
tion. The AC-FRL model uses the same linear function approximation qω(s, a) as the FRL model. AC-FRL differs in that
the policy πθ(a|s) is also parameterized in terms of a linear combination of features, via the parameter vector θ:

πθ(a|s) =
exp[β θTΦ(sa)]∑
a′ exp[β θTΦ(sa′)]

. (3)

This policy is updated in our model by minimizing the following objective function:

Jθ =
∑

a

πθ(a|s)(max
a′

q(s, a′)− q(s, a)). (4)

Note the similarity between the target of this update rule, (maxa′ q(s, a
′)−q(s, a)), and the so-called “advantage function”

[3], defined as A(s, a) = q(s, a) − v(s). Maximizing the advantage function is equivalent to minimizing the objective
function given in Eq. 4. This objective penalizes actions that deviate from the best possible action, given the current
estimate for q(s, a). Following the gradient of this objective function gives the learning rule for the state-value-function
parameterization vector as θ ← θ − αθ∇θJθ(s). For the linear feature representation used in our model, this yields

θ ← θ + αθ[r − (max
a

q(s, a′)− q(s, a))]Φ(sa). (5)

We parameterize q(s, a) with the same feature representation used in the FRL model: qω(s, a) = ωTΦ(s, a), and utilize
the same update rule (Eq 2).

The mapping of a state-action pair onto the Φ(sa) vector includes the domain specific knowledge that the value of a
choice is the sum of the features it consists of. Multiplying by Φ(sa) ensures that only the values that correspond to the
features that are make up the selected option are updated based on the observed reward. The result of this update policy
is that, at each time step, the 3 features that make up the choice that was selected by the agent have their corresponding
ω and θ values updated by the value that the participant observed after selecting that choice.

3 Results
Model comparison was performed in the same manner as described in the Niv paper [1] by using leave-one-out cross-
validation. For each game, model parameters were determined by minimizing the negative log-posterior of the partici-
pant’s data in relation to these parameters while excluding the given game. Then the model with those parameters was
used to determine the likelihood of the choices in the left out game. Results from this process are plotted on Figure 1.
This process results in a more valid model comparison by avoiding biases introduced by over-fitting model parameters
to a given set of participant choices. Results from this comparison show that the performance of the Actor-Critic version
of the model outperform the average likelihood of standard Feature RL. Results are split between learned and unlearned
games. A game was considered to be learned when the participant correctly selected the option containing the feature of
interest on 4 or more of the last 6 trials within the game.

Figure 1: Average likelihood assigned by each model to the choice that the participant selected by within game trial
number. The Actor-Critic model predicted participants’ performance significantly better (p < 0.05) than the standard
Feature RL method for trials 5-20. Transparent error bars signify 95% confidence interval.
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3.1 Average Likelihood by Trial Number

Figure 1 shows improves performance by the Actor-Critic version of the Feature RL model 1 in predicting human choice
selection for the multi-dimensional n-armed bandit task environment. Both the Actor-Critic and standard models incor-
porate parameters for the learning rate (AC-FRL uses 2 learning rates for the ω and θ update rules) and β soft-max inverse
temperature. A gamma distribution prior with size 2 and shape 3 was used for the β while fitting these parameters for
both models. The Actor-Critic model had an AIC averaged by games of 30.39, Feature RL model had 32.37.

3.2 Model Prediction Confidence
An alternative to considering the average likelihood is to allow the models to make a prediction based on their policy
and evaluate the probability that the model assigns to its selection. Figure 2 shows the average probability that the model
assigned to the prediction it made in this scenario. These results show that the Actor-Critic method has higher confidence
in its predictions, especially for unlearned games, than Feature RL. Critically the Actor-Critic method matches the early
trial confidence of traditional Feature RL, meaning it does not simply identify the feature of interest faster and with a
higher confidence. Since the performance of the participants in unlearned games suggests they never learned what the
feature of interest was, it is likely that many of these trials included instances where the participant was changing their
belief on what the feature of interest was. These unlearned game predictions are difficult because the participant may
still be exploring different options as to what they believe the feature of interest is, so a high confidence and accuracy for
these trials is a key factor in the improved predictive accuracy of the Actor-Critic model. Although it is difficult to make
general statements on the performance of different RL methods, the results discussed in this section suggest that part of
the improved performance of Actor-Critic comes from its faster and more flexible learning.

Figure 2: Confidence assigned to the choice that was ultimately selected by the model by within game trial number.
Transparent error bars signify 95% confidence interval.

3.3 Simulated Game Environment
To better understand the improvement in average likelihood gained by the Actor-Critic version, we developed a simu-
lated game environment where the two methods engaged in the same basic task as the human participants, but where
we altered the reward probability associated with choosing the correct feature. We investigated simulated environments
with 50%, 75% and 100% probabilities of observing a reward after selecting the option with the correct response Pr, and
kept the probability of observing a reward after an incorrect selection to be (1- Pr). The only significant difference in
probability of selecting the feature of interest between the FRL and AC-FRL algorithms in a simulated game environ-
ment occurs when the probability of viewing a reward after selecting the option with the correct feature is 100% with a
0% chance of receiving a reward after an incorrect guess.

Method 50% Reward Probability 75% Reward Probability 100% Reward Probability
AC-FRL Feature 44 % 60% 79%
FRL Feature 45% 63% 84%

Firstly, these results indicate that the improvement in average likelihood by the AC-FRL algorithm is not merely because
the algorithm is learning to play the game better than the FRL model. This was an important finding, as the higher
confidence that the AC-FRL model assigns to the correct choice could potentially have been the result of the model being
better at playing the game in a way that doesn’t reflect human learning strategies. In fact, The accuracy in selecting the
choice that contained the feature of interest of our model with the base rate probabilities for reward from correct/incorrect

1Niv et al [1] reported improved performance by adding a parameter that decays the values of non-chosen features towards zero.
Adding this parameter to AC-FRL also showed similar performance improvements and does not change the interpretation of our
results. Hence for simplicity we omit it from the current discussion.
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guesses (75% and 25%) shows a slight decrease in performance compared to FRL. Secondly, this suggests that one possible
explanation for the improvement in average likelihood of the Actor-Critic model is in part due to instances where the
participant observed no reward after selecting the option with the correct feature. Since the standard Feature RL model
performed better when the reward probability was deterministic, it may be the case that the Actor-Critic model more
accurately reflects the changes in approximate value that the participants encoded as a result of observing no reward
when selecting the an option with the feature of interest, or vise versa.

4 Conclusions
The AC-FRL model described in this paper displayed improved performance in predicting human decision making in
the multi-dimensional n-armed bandit environment. The source of this improved performance was partially due to
the increased confidence in predictions, particularly in unlearned games when the participant may not have learned
the feature of interest. This increased confidence was a result of faster and more flexible learning afforded by using
the two-tiered architecture implicit in the Actor-Critic model. The current work is relevant to any attempt at improving
performance by applying principled domain specific knowledge of a task onto a traditional learning model. Additionally,
there has been some recent interest in the use of the advantage function described in [3], which shows a close connection
to the update rule used in the θ parameter update method.

Attention is a valuable and limited resource for all intelligent agents, meaning one key aspect to acting in high-
dimensional environments is the selection of a subset of relevant features to attend to. The FRL method approaches
the issue of attention by directing the agent to approximate the values of features that occur repeatedly across each state,
and thus inform the value of all states. While the original FRL model displayed high accuracy in predicting human
choice, this general method can be applied to other RL techniques outside of a traditional q-learning strategy. The AC
model is a good candidate for applications of domain specific knowledge due to the fact that both are attempting to
improve performance by learning from fewer training examples. This quality of the AC model is particularly relevant
to predicting human selection in the multi-dimensional n-armed bandit task. This is because the number of training
examples is far fewer than the state space, and the human participants are naturally superior to traditional methods at
learning in these high dimensional environments from few examples. The results presented in this paper displayed the
ability of a feature based approach to be applied onto the actor-critic architecture.
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5 Supplementary Material

Algorithm 1 Feature based Capacity-Limited Actor-Critic for Multi-Dimesnional N-Armed Bandit Task
1: Input: Trial stimuli: s
2: Input: Participant choices: a
3: Input: Trial observed rewards: r
4: Parameters: Learning rates 0 ≤ αω, αθ ≤ 1, Soft-max inverse temperature β > 0.
5: Initialize policy parameterization: ω ∈ Rd and state-action value parameterization θ ∈ Rd
6: for each trial (for each participant): do
7: Compute the choice probabilities for the current trial:

8: πθ(a|s)←
exp[βθTΦ(sa)]∑3
i=1 exp[βθTΦ(si)]

9: Predict action a ∼ πθ(a | s)
10: Update based on the human choice and observed reward:
11: ω ← ω + αω[r − ωTΦ(sa)]Φ(sa)
12: q(s, a)← ωTΦ(sa)
13: θ ← θ + αθ[r − (maxa′ q(s, a

′)− q(s, a))]Φ(sa)
14: end for
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Abstract

Humans and animals continuously make short-term cumulative predictions about their sensory-input stream, an ability
referred to by psychologists as nexting. This ability has been recreated in a mobile robot by learning thousands of value
function predictions in parallel. In practice, however, there are limitations on the number of things that an autonomous
agent can learned. In this paper, we investigate inferring new predictions from a minimal set of learned General Value
Functions. We show that linearly weighting such a collection of value function predictions enables us to make accurate
multi-step predictions, and provide a closed-form solution to estimate this linear weighting. Similarly, we provide a
closed-form solution to estimate value functions with arbitrary discount parameters γ.
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1 Introduction

The ability to continually make predictions about one’s sensory-motor stream is an important aspect of forming awareness
of one’s environment. In particular, it has been shown that both humans and animals continually make large numbers of
short-term cumulative predictions about their sensory input at many different time-scales [Fedus et al., 2019, Pezzulo,
2008, Carlsson et al., 2000, Brogden, 1939]. This ability is referred to as nexting. Recent work in Reinforcement Learning
has been able to recreate this ability in a mobile robot by using a collection of General Value Functions (GVFs)[Sutton et al.,
2011], learned online and in parallel [Modayil et al., 2014]. GVFs make cumulative predictions about a given target; in a
standard value function, for example, this target is the reward signal. When we instead let the target be an observation
from the sensory-motor stream, the GVF prediction corresponds to a nexting prediction.

There are are limitations, however, on the number of predictions that an agent can make in a continual learning setting.
Each nexting prediction that the agent makes has its own cost in terms of memory and computation. With a large enough
collection of nexting predictions — say in the millions — it becomes infeasible for the agent to be able to update them
all. Furthermore, in this setting we want our agents to be able to make new predictions during run-time. This can be
problematic since each GVF may require different hyperparameters (learning rate α, trace decay rate λ, etc.) to learn
accurate predictions. Because of this, not only does the agent have to learn each new prediction from scratch, but may have
to do so multiple times in order to find the right hyperparameters — all before being able to actually use that prediction.

Instead of learning all possible predictions from scratch, in this paper we investigate whether an agent can use a small set
of sufficiently informative nexting predictions to infer the answers to other questions. We show that a small collection of
GVF predictions can be used to accurately estimate the answers to predictive questions that the agent has not explicitly
learned. We introduce a simple linear transformation which uses a collection of GVF predictions to estimate 1) other GVFs
with arbitrary discounting parameters, and 2) n-horizon predictions.

This work has a similar motivation to multi-scale Successor Representations (SRs) [Momennejad and Howard, 2018], and
Universal Value Function Approximators (UVFAs)[Schaul et al., 2015]. SRs, in fact, can be represented as GVFs. This work
differs from multi-scale SRs, because they assume a tabular setting and use a different weighting scheme with approximate
laplace transforms. UVFAs focus on learning value functions that generalize across goal states, using neural networks.

2 General Value Functions

In this section, we define the concepts of return and value and their extension to more general predictions. Consider a
Markov Reward Process defined by state-space S, transition function P : S × S 7→ [0, 1], and reward function r : S 7→ R
defined as r(s) = E

[
Rt+1|St = s], where Rt and St are random variables representing the reward and state at time t

respectively. We define the return at time t to be

Gt :=
∞∑

j=0

γjr(St+j)

where γ ∈ [0, 1) is a constant discounting factor. Given a state s ∈ S , we define the value of state s to be the expected return
from state s

v(s) := E
[
Gt|St = s]

The function v(s) is referred to as the Value Function. A General Value Function (GVF) [Sutton et al., 2011] extends the above
definition of value, by allowing r(St) to be any function of the current state — not just a reward signal — and letting
the discounting factor be a function of state as well, γt := γ(St). In this paper we consider only constant discounting
factors, thus the above definition of return does not change. GVF predictions with r(·) set to the observations correspond
to nexting predictions [Modayil et al., 2014].

3 Predicting Future Outcomes with General Value Functions

In this section, we explain how a set of value function predictions can be used to approximate outcomes n-steps into
the future. We start by assuming access to the actual returns into the future and then discuss implications when using
expected returns and estimation with value functions.

1
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Suppose we are interested in reconstructing an unknown time series y1, . . . , yt, . . . ∈ R. Suppose further that we know the
discounted sum of this time series, for several discounts γ1, . . . , γk ∈ [0, 1):

Gt,γi =

∞∑

j=0

γji yt+j+1.

Our goal is to reconstruct various aspects of y given only Gt,γ1 , . . . , Gt,γk . We are primarily interested in reconstructing yn
for a variety of horizons n ∈ N. We might also be interested in reconstructing Gγ for some γ /∈ {γ1, . . . , γk}.
In general, obtaining exact reconstructions is not possible, because we only have k known quantities and yet we want to
reconstruct yn for all n ∈ N. Our only recourse is to approximate y. To do so, define the function f : N→ R, with f(t) := yt.
We will try to find a f̂ that minimizes the distance to f .

To begin with, we can think of f as an element of an infinite-dimensional vector space — the space of all functions N→ R.
We can define an inner product on this space: 〈f, g〉 =

∑∞
t=0 f(t)g(t), for f, g ∈ N → R, which in turn gives us a norm

‖f‖ =
√
〈f, f〉 =

√∑∞
t=0 f(t)

2. An element of this function space is the function t 7→ γt. We denote this function ~γ to
distinguish it from the scalar γ. We can see that the discounted sum is actually an inner product: Gγ = 〈~γ, f〉. In other
words, we have a system of k linear equations in the unknown f :

〈~γ1, f〉 = Gt,γ1
...

〈~γk, f〉 = Gt,γk

As mentioned above, it is impossible to recover f from this system since f is infinite-dimensional and the dynamics of f(t)
are unknown. However, we do have k infinite-dimensional known quantities: the functions ~γi. Therefore, we can at least
recover the component of f that lies in the k-dimensional subspace spanned by ~γ1, . . . , ~γk. Define

f̂θ(t) :=
k∑

i=1

θiγ
t
i

for θ ∈ Rk as a linear combination of the functions {~γ1, . . . , ~γk}with coefficients θ1, . . . , θk. We want to find the coefficients
θ that minimize the squared distance ‖f̂θ − f‖2. Let G be the matrix with the infinite-dimensional ~γi as its columns. Then
the θ which minimizes ‖f̂θ − f‖2 is the least squares solution to Gθ ≈ f . That is,

G>Gθ = G>f =⇒ θ = (G>G)−1G>f = K−1



〈~γ1, f〉

...
〈~γk, f〉


 , (1)

where K is a k× k matrix whose entries are given by Kij = 〈~γi, ~γj〉. Fortunately, the entries of K can actually be computed
in closed form when the discounting factors are constant:

Kij = 〈~γi, ~γj〉 =
∞∑

t=0

γtiγ
t
j =

1

1− γiγj

for 0 ≤ γi, γj < 1. Note that certain selections of discounting factors can lead to a poorly conditioned K matrix; the
conditioning can be improved by applying `2 regularization in the usual way, by replacing K with K + λI in Equation 1,
where λ is the weight of the regularization and I is a k × k identity matrix.

With this approximation to f , we can return to the problem of approximating aspects of the series y. We can obtain
n-horizon predictions by using

yn = f(n) ≈ f̂θ(n) =
k∑

i=1

θiγ
n
i .

We can estimate the discounted sum 〈~γ, f〉 for some γ /∈ {γ1, . . . , γk} using

∞∑

i=0

γtyt+1 = 〈~γ, f〉 ≈ 〈~γ, f̂θ〉 =

k∑

i=1

θi〈~γ,~γi〉 =

k∑

i=1

θi
1− γiγ

. (2)

2
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When making predictions about the future, we do not have access to exact returns. Rather, we will estimate value
functions — estimate expected returns — to use within the above formulas. For exact value functions, we can obtain
the same approximations as above for expected n-step values and expected discounted sums. This is appropriate, as
any direct multi-step prediction method using squared error is estimating the expected value n steps in the future. The
approximation of the value functions themselves will introduce additional approximations to above.

4 Experimental Results

In this section we give two simple demonstrations of an agent’s ability to infer the answers to questions it has not been
trained to predict. We imagine a scenario in which the agent is performing a simple prediction task for a number of
evaluation steps. Mid-way through the task, the agent adds a new prediction to be evaluated.

4.1 Predicting Future Observations

To demonstrate our method’s ability to make n-horizon predictions, we tested our approach on the Mackey-Glass time
series, a single-variable dataset derived from the time-delay differential equation:

∂y(t)

∂t
= α

y(t− τ)

1 + y(t− τ)10
− βy(t)

In this experiment, we used τ = 17, α = 0.2, and β = 0.1, starting from an initial value of y(0) = 1.2. The agent makes
predictions at a horizon of 6 steps for 1, 000, 000 steps, and adds a horizon 12 prediction mid-way through. We gave the
agent a GVF basis consisting of 100 GVFs and constant discount factors γi = 1.0 − i/101, for i = 1, . . . , 100. The GVFs
were trained using TD(0) with linear value function approximation. The features given to the GVFs were a history of the
previous 4 observations. We additionally included predictions made using a linear autoregressive model (“Direct AR”),
with a history of 4 observations, as an optimal baseline. Note that the baseline was allowed to directly train on each of the
horizons of interest, while our method was never explicitly trained to do any n-horizon prediction.

Results on this task are shown in figure 1 (Left). We can see that at the start of training, the GVF basis predictions at
horizon 6 take a bit longer to learn, but still end up reaching the same performance level as the baseline without ever
being trained to make this prediction. At the 500,000 step mark, the agent begins making horizon 12 predictions. Note that
the baseline agent using direct AR has to wait almost 100,000 steps before it can obtain a reasonably accurate horizon 12
prediction! Furthermore, note that the GVF basis could have just as easily made predictions for an arbitrary number of
horizons, all of which can be made immediately.

300 430 600
Steps (1,000)

0.00

0.05

0.10

0.15

0.20

0.25

0.30

RMSE

Steps (1,000)

0.0
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0.4

0.5

0.6 GVF Basis horizon 6

Direct AR horizon 6

GVF Basis horizon 12

Direct AR horizon 12

500 600 725

GVF Basis γ=0.9

GVF Basis γ=0.8
Direct TD γ=0.8

Direct TD γ=0.8
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Figure 1: Left: Online Mean Squared Error (MSE) for the GVF Basis and Direct AR. For the first 500,000 steps of training, the
agent makes only horizon 6 predictions. At step 500,000 the agent adds a horizon 12 prediction to evaluate. Performance
stabilizes at around 725,000 steps, so we omit the final 250,000 steps. Right: Online Root Mean Squared Error (RMSE) for
the GVF Basis and Direct TD.
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Our method is slightly less accurate than the final performance of the baseline at horizon 12. However, we note that
the discounting values are chosen rather arbitrarily; a better understanding of discount selection strategy could lead to
improved performance. Selecting optimal discounting factors is still currently a work in progress at the time of writing.
We note also that in these experiments, the GVFs were given a history of observations in order to build up sufficient state
information. We could have instead used the GVF predictions themselves as features at each step, as in Schlegel et al.
[2018]. We find that this approach works much better in general, but is outside the scope of this paper.

4.2 Predicting other General Value Functions

We also tested the accuracy of our method for predicting other GVFs. The environment is a randomly generated Markov
chain with 500 states and the branching factor of 5 (the number of successor states), where we can compute the true value
functions exactly. GVF basis learns the GVFs of a set discounted factors Γtrain, and predicts the GVF of a different discount
factors γ. Direct TD learns the GVF of the discount factor γ directly.

Both methods use TD(0). We tuned the regularization constant over the values λ ∈ {0.0, 10−1, 10−2, 10−3, 10−4} and the
learning rate over the set {0.4, 0.2, 0.1, 0.05, 0.025}. Online performance is shown in Figure 1 (Right). For the first 300,000
steps of training, the agent makes prediction for γ1 = 0.9. We can see that the GVF Basis predictions are comparable to
Direct TD predictions in the beginning of training. At step 300,000 the agent adds a prediction for γ2 = 0.8. The GVF Basis
can immediately make the new prediction accurately; the Direct TD method, however, needs to learn the value function
from scratch, and takes roughly 430,000 steps to reach the same performance as the GVF Basis estimate.

5 Conclusions

In this work, we introduced a novel approach to infer new GVF predictions and multi-step predictions from a small set
of learned GVFs. This work was focused more on whether a collection of GVF predictions can be used to make other
predictions, rather than on the general utility of this approach. In these initial experiments, the collection of discounting
factors Γ was chosen naively; future work will investigate how these discounting factors can be chosen optimally to
facilitate reconstructing multi-step and discounted cumulative predictions. It is possible that better performance can be
attained by selecting Γ in a more principled way. We note also that discounted cumulative predictions are interesting
in their own right for time series prediction problems such as section 4.1; each of the predictions made with a different
discounting factor provides slightly different information about how the signal is expected to evolve over time. We believe
that the fact that predictions of this sort also facilitate relatively accurate multi-step predictions could make them a subject
of interest to the general time series forecasting community.
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Event segmentation reveals working memory forgetting rate 

 
 
 
 
 
 
 
 
 
 
 
  
 
 

 

Abstract 
We perceive the world as a sequence of events and fluidly segment it into episodes. Although people generally 
agree with segmentation, i.e., when salient events occur, the number of determined segments varies across the 
individuals. Converging evidence suggests that the working memory system plays a key role in tracking and 
segmenting a sequence of events (Zacks et al., 2007; Bailey et al., 2017). However, it is unclear what aspect of 
working memory is related to event segmentation and individual variability. Here, we tested whether the number 
of determined segments predicts working memory capacity, quantified as the number of items that can be kept 
in mind, or forgetting rate, which reflects how long each item is retained in the face of interference. Healthy adults 
(n=36, 18-27 years old) watched three movies with different storylines and performed a recognition memory test. 
They also participated in an image-action association learning task that was used to extract the individual’s 
working memory capacity and forgetting rate (Collins et al., 2017). They then segmented the movies and 
performed a free recall task for the movies. Cross-task analyses showed that working memory forgetting rate is 
significantly related to event segmentation. Specifically, we found a U-shaped relationship between forgetting rate 
on the association learning task and the number of events segmented for the movies, suggesting that people with 
a higher forgetting rate may use distinct strategies for tracking events. Under-segmenters performed better in the 
temporal order recognition test for the movie with a linear and overarching storyline, while over-segmenters 
performed better on free recall. Working memory forgetting rate is a less studied parameter of the working 
memory system because of the high computational effort required to extract the parameter. These results support 
the possibility of using an individual’s event segmentation performance to infer working memory forgetting rate. 

Keywords:  Perception, memory, reinforcement learning, human behavior 
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1 Experimental design 

People watched three movies and then performed a temporal recognition test, where they saw two scenes of a 
movie and selected the order of the scenes. Movie 1 and 3 had an overarching storyline, but events in movie 2 
were temporally interchangeable (like Tom&Jerry). Although temporal order recognition was better for movies 
with an overarching story than for movie 2, recognition performance was better than the chance level (50%) for 
all movies. People then performed an association learning task, learning stimulus-action association by trial and 
error (Collins et al. 2017; Figure 1). The actions were limited to three and the probability of each action being 
associated with a stimulus was equal. The number of stimulus-action associations was different in each block 
(ranging from 2 to 6). This task was used for estimating working memory capacity and forgetting rate. Then, 
people watched the movies again to subjectively segment them. They were instructed to press a key whenever a 
new event started and they knew that the aim was to segment the movie into episodes. Lastly, people wrote 
their memory of the movies (free recall). 

Figure 1 – Experimental 
design: The experiment 
consisted of four parts; the 
first two of which are 
depicted here. Temporal 
memory test: (A) At 
encoding, participants 
watched three mute movies. 
(B) At retrieval, 
participants were shown 
two frames of a movie and 
determined the temporal 
order of two movie frames 
by pressing the left or right 
key. There were 35 
questions about the 
temporal order of events 
per movie. Association 
learning task: (C) 
Participants performed a 
block-design association 

learning task. In each block, participants learned by trial and error the association between a set of images and 
three possible actions (A1, A2, and A3); feedback was provided. The set size at each block was different (ranging 
from 2 to 6). (D) A 3-trial example of a learning block. Delay quantifies the number of intervening trials from the 
last time the stimulus was encountered, and Pcor quantifies the number of trials that the choice for the stimulus 
was correct. 

2 Modeling 

We applied two models. First, we used a logistic regressor to study the effect of the parameters - namely, set 
size,  number of previously correct trials (Pcor), and delay (Figure 1D) - that are related to working memory, on 
trial by trial responses to the learning task and investigated the link between individuals’ working memory 
limitation (the beta estimates of the logistic regressor) and the number of determined events. Then to clarify the 
aspect of working memory that is linked to individuals’ event segmentation, we used a version of a 
reinforcement learning model that infers the working memory capacity and forgetting rate (RLWM, Collins et al. 
2017). The validity of the RLWM model was tested by comparing the model fit to the fitting of RL models that do 
not have working memory components, and by comparing the simulated behavior of the RLWM to individuals’ 
learning behavior.  
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We fit three RL models to the trial-by-trial responses for each subject. The simplest model was a two-
parameters reinforcement learning (RL2) with delta rule learning (parameters were learning rate and the 
inverse temperature). The next model was had four-parameters (RL4); in addition to the two parameters of 
RL2, we estimated how much a person valued a correct response, irrespective of the reward by estimating the 
value for correct-but-not-rewarded items, i.e. 𝑟𝑟0. The model also considered an undirected noise, 0 < 𝜖𝜖 < 1, in 
the stochastic action selection, to allow for choosing an action that did not have the highest value. The third 
model was a modified RLWM model (Collins et al., 2017).   

RLWM model had 8 parameters and consisted of two components, working memory and RL. A working memory 
component with limited working memory capacity, C, and forgetting rate, ∅𝑊𝑊𝑊𝑊. The Q value of the WM 
component was subject to decay with a forgetting rate, 0 < 𝜙𝜙 < 1, so for all the stimuli that are not current, 𝑄𝑄 =
 𝑄𝑄 + 𝜙𝜙(𝑄𝑄0 − 𝑄𝑄), where 𝑄𝑄0 = 1

𝑛𝑛𝑠𝑠
. The RL component had a learning rate, 𝛼𝛼, value for an unrewarded correct 

response, 𝑟𝑟0, undirected noise, 𝜖𝜖, and a forgetting rate, ∅𝑅𝑅𝑅𝑅 (𝛽𝛽 was set constant at 100). We also allowed for the 
potential lack of an impact of negative feedback (𝛿𝛿 < 0) by estimating a preservation parameter, 𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝. In that 
case, the learning rate is reduced by 𝛼𝛼 = (1 − 𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝) × 𝛼𝛼. Accordingly, 𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝 near 1 indicated lack of an impact of 
negative feedback (learning rate close to 0; high preservation of Q value), and 𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝 close to 0 indicated equal 
learning rate for positive and negative feedback.  

The WM component was simulated as encoding of stimulus in a Q learning system, like the RL component but 
the outcome, 𝑟𝑟𝑡𝑡, was 1 for correct, 0 for incorrect (rather than the observed reward), the learning rate was set to 
1 (𝛼𝛼 = 1), and at most 𝐶𝐶 stimuli could be remembered. We formulated the probability of a stimulus being in 
working memory as:  

If 𝑟𝑟𝑡𝑡 = 1, 𝑃𝑃𝑊𝑊𝑊𝑊(𝑟𝑟𝑡𝑡|𝑝𝑝𝑡𝑡,𝑎𝑎𝑡𝑡) = min �1, 𝐶𝐶
𝑛𝑛𝑠𝑠
�× 𝑄𝑄𝑤𝑤𝑤𝑤(𝑝𝑝𝑡𝑡,𝑎𝑎𝑡𝑡) + (1 − min �1, 𝐶𝐶

𝑛𝑛𝑠𝑠
�)  × 1/𝑛𝑛𝑎𝑎,  

if the 𝑟𝑟𝑡𝑡 = 0, 𝑃𝑃𝑊𝑊𝑊𝑊(𝑟𝑟𝑡𝑡|𝑝𝑝𝑡𝑡,𝑎𝑎𝑡𝑡) = min �1, 𝐶𝐶
𝑛𝑛𝑠𝑠
�× (1 − 𝑄𝑄𝑤𝑤𝑤𝑤(𝑝𝑝𝑡𝑡,𝑎𝑎𝑡𝑡)) + (1 − min �1, 𝐶𝐶

𝑛𝑛𝑠𝑠
�)  × 1/𝑛𝑛𝑎𝑎 

, where 𝑛𝑛𝑎𝑎 is the number of possible actions (= 3). In RL case,  

if the 𝑟𝑟𝑡𝑡 > 0, 𝑃𝑃𝑅𝑅𝑅𝑅(𝑟𝑟𝑡𝑡|𝑝𝑝𝑡𝑡,𝑎𝑎𝑡𝑡) = 𝑄𝑄𝑅𝑅𝑅𝑅(𝑝𝑝𝑡𝑡,𝑎𝑎𝑡𝑡)  

if the 𝑟𝑟𝑡𝑡 = 0, 𝑃𝑃𝑅𝑅𝑅𝑅(𝑟𝑟𝑡𝑡|𝑝𝑝𝑡𝑡,𝑎𝑎𝑡𝑡) = 1 − 𝑄𝑄𝑅𝑅𝑅𝑅(𝑝𝑝𝑡𝑡,𝑎𝑎𝑡𝑡). 

A mixture weight, 𝑤𝑤0, formulated how much each of the components were used for action selection. The weight 
was 𝑤𝑤0 × min �1, 𝐶𝐶

𝑛𝑛𝑠𝑠
� to represent the confidence in WM efficiency. This initialization reflects that participants 

are more likely to utilize WM when the stimulus set size is low. The overall policy was: 

𝑃𝑃(𝑎𝑎|𝑝𝑝) = 𝑤𝑤𝑡𝑡(𝑝𝑝) × 𝑃𝑃𝑊𝑊𝑊𝑊(𝑎𝑎|𝑝𝑝) + (1 −𝑤𝑤𝑡𝑡(𝑝𝑝)) × 𝑃𝑃𝑅𝑅𝑅𝑅(𝑎𝑎|𝑝𝑝). 

A Bayesian model averaging scheme inferred the relative reliability of WM compared with the RL system over 
time, t: 

𝑤𝑤𝑡𝑡+1(𝑝𝑝) =  
𝑃𝑃𝑊𝑊𝑊𝑊(𝑟𝑟𝑡𝑡|𝑝𝑝𝑡𝑡,𝑎𝑎𝑡𝑡) 𝑤𝑤𝑡𝑡(𝑝𝑝)

𝑃𝑃𝑊𝑊𝑊𝑊(𝑟𝑟𝑡𝑡|𝑝𝑝𝑡𝑡,𝑎𝑎𝑡𝑡) 𝑤𝑤𝑡𝑡(𝑝𝑝) +  𝑃𝑃𝑅𝑅𝑅𝑅(𝑟𝑟𝑡𝑡|𝑝𝑝𝑡𝑡 ,𝑎𝑎𝑡𝑡) (1 −  𝑤𝑤𝑡𝑡(𝑝𝑝))
 

, where 𝑃𝑃𝑊𝑊𝑊𝑊 is the probability that action 𝑎𝑎 is selected for stimulus 𝑝𝑝 according to the WM component at time 𝑡𝑡 
and 𝑃𝑃𝑅𝑅𝑅𝑅 is the probability of action selection according to the RL component. We assumed that although the 𝑤𝑤0 
is the same for all stimuli, the development of mixture weight over time would be different for each stimulus, 
because the probability of retaining a stimulus in working memory or another retention system is not equal 
(Jafarpour et al., 2017). In all the RL models choosing an action utilized the expected reward value using the 
SoftMax choice rule.  
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The link between the number of determined events and working memory capacity and forgetting rate was 
tested by linear and quadratic model fitting. We used the Akaike Information Criterion (AIC) to select the best 
model considering the number of parameters used in each model. 

3  Results and Discussion 

Learning was near optimal for a low number of associations, but it decreased with increasing number of 
associations, reflecting working memory limitation (Figure 2A). The logistic regression confirmed this 
observation (Figure 2B) and the beta estimate for the interaction between Pcor and set size correlated with the 
number of determined events (movie 1: ranked r = 0.31, p = 0.064; movie 2: ranked r = 0.45, p = 0.006; movie 3: 
ranked r = 0.32, p = 0.057). To clarify the aspect of working memory that is linked to event segmentation, we 
used a RLWM model, which was the best fit among the RL models (pairwise t-test: RLWM and RL2: t(34) = 25.9, 
p < 0.001; RLWM and RL4: (t(34) = 9.63, p = 0.03). RLWM provided the individuals’ working memory forgetting 
rate and capacity.  

Event segmentation task showed that individual variability in number of determined events was consistent 
across the movies, irrespective to the storyline (Spearman ranked correlation: movie 1 vs. movie 2: r = 0.85, p < 
0.001; movie 2 vs. movie 3: r = 0.86, p < 0.001; movie 1 vs. movie 3: r = 0.71, p < 0.001; Figure 2C for an 
example). We compared the estimated working memory capacity and forgetting rate to the number of 
determined events.  

 
 

Figure 2 - (A) learning performance 
decreased with increasing learning set size. 
(B) logistic regression reveals the effect of 
working memory on learning performance. 
(C) inter-individual variability in the number 
of determined events was consistent across 
movies (correlation for movie 3 that had an 
overarching story and movie 2 that did not 
have an overarching story). The individual 
who determined a very high number of events 
was excluded from the future analysis, 
although the results are the same if we 
include her. (D) the cross-task result shows a 
U-shaped relationship between number 
determined events (movie 3) and working 
memory (WM) forgetting rate. Excluding the 
individual with a high estimation of 
forgetting rate improves the U-shaped fit. 

 

 

 

The cross-task comparison showed that individuals who reported a very low or very high number of events had 
a higher working memory forgetting rate than others (Figure 2D). This effect was replicated across the three 
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movies. Excluding the participants with high estimated forgetting rate (two standard deviation more than the 
mean; outliers) improved the significance of the U-shaped relationship (movie 3: x: p = 0.014, x2: p = 0.012).  

The follow-up test showed that the over-segmenters (those who segmented one standard deviation more than 
the mean) recalled more about the movies than the under-segmenters (two-sample t-test t(10) = -2.67, p = 
0.023); whereas, under-segmenters benefited from the overarching story of the movie and had a better 
temporal order memory than the under-segmenters (two sample t-test t(12) = 3.26, p = 0.0068). In a nutshell, 
by utilizing a cross-task design and RLWM model, we observed that the working memory forgetting rate reflects 
individual differences in event-segmentation. Here we used a separate task for estimating the working memory 
forgetting rate that is a less studied parameter of the working memory system due to the high computational 
effort. The data suggest that an individual’s forgetting rate can be inferred from the segmentation rate. 

Event segmentation is a domain-general cognitive control mechanism for chunking flow of events into episodes 
(Zacks et al., 2007) and extracting the structure of a flow of events (Jafarpour et al., 2019). The constitution of 
event segmentation is yet unclear. Here we observed that event segmentation reveals the working memory 
forgetting rate. A U-shaped relationship between the number of determined events on one task and the 
forgetting rate on another task showed that participants with a high forgetting rate used two different strategies 
for event perception. Critically, segmentation affects subsequent memory of events (Ezzyat and Davachi, 2014) 
and we showed that individual subsequent memory performance is variable depending on the segmentation 
rate. Under-segmenters remembered the order of schematic events better than over-segmenters, suggesting 
that they utilized schematic information to compensate for high working memory forgetting rate. In contrast, 
over-segmenters recollected more events than under-segmenters, reflecting the detailed chunking.  
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Abstract

The standard setting in reinforcement learning (RL) to maximize the mean return does not assure a reliable and repeatable
behavior of an agent in safety-critical applications like autonomous driving, robotics, and so forth. Often, penalization
of the objective function with the variance in return is used to limit the unexpected behavior of the agent shown in the
environment. While learning the end-to-end options have been accomplished, in this work, we introduce a novel Bellman
style direct approach to estimate the variance in return in hierarchical policies using the option-critic architecture (Bacon
et al., 2017). The penalization of the mean return with the variance enables learning safer trajectories, which avoids
inconsistently behaving regions. Here, we present the derivation in the policy gradient style method with the new safe
objective function which would provide the updates for the option parameters in an online fashion.

Keywords: option-critic,
safety,
constrained variance in return,
policy gradient
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1 Introduction

The objective function of maximizing the mean return does not offer any constraint on the distribution of the return,
making it a vulnerable strategy for the risk-sensitive domains. The notion of avoiding risks arising from the stochastic
nature of the environment (inherent uncertainty) using the constraint on the variance in return has been studied for a
long time by the research community. Prashanth and Ghavamzadeh (2013); Sato et al. (2001); Tamar et al. (2012, 2016,
2013) constraint the indirect estimate of the variance using the second-order moment methods or directly estimated the
cost-to-go returns with the updates provided after completing the entire trajectory. Sherstan et al. (2018) came up with a
direct estimation of the variance in the λ-return using a Bellman operator in the policy evaluation methods. This work
demonstrated the superiority of the direct estimator over the indirect approaches to estimate the variance.

Temporal abstraction provides a way to learn the policies in a hierarchical fashion which has been shown to improve
exploration, robustness against model misspecification and increases the learning speed in transfer learning. Recently,
option-critic architecture (Bacon et al., 2017) introduced an end-to-end style of learning the options. Jain et al. (2018) used
the variance in the temporal difference (TD) error over the initial state-option pair distribution to estimate the controllable
states in the option-critic.

In this work, we came up with a novel hierarchical safe policy learning approach in the option-critic architecture where
the hierarchical policies are learned by penalizing the direct estimate of the variance in return extending from Sherstan
et al. (2018) in a control setting. We seek to maximize the mean return and minimize the direct estimate of the variance
in return given an initial state-option pair distribution in the policy gradient style.

2 Background

In a Markov Decision Process (MDP), an agent takes an action a∈A, transitions from state St to state St+1, and receives
an immediate reward Rt+1 from the environment. The expected reward is r(St, At) =

∑
r∈R r

∑
s′ P (s′, r|St, At) where

r : S×A→ R. The environment dynamics is modeled by P (St+1|St, At), where P : S×A×S → [0, 1]. A stochastic policy
π(At|St) determines the probability of taking an action in a given state. The MDP is represented by a tuple 〈S,A, P, r, γ〉,
where γ ∈ [0, 1] is a factor discounting the future rewards.

2.1 Option-Critic

The option-critic architecture (Bacon et al., 2017), an option w ∈W is defined as a tuple of 〈Iw, πw, βw〉; where Iw contains
the initial set of states where an option can start, πw is the option policy defining a distribution over action space and
βw determines the termination probability of an option in a state. The policy over the options is denoted by µ(w|s)
describing the distribution over options given a state. Let Θ = [θ, ν, κ] be the parameters of intra-option policy πw,
termination condition βw and policy over options µ respectively. Jπ,µ denotes the objective function of maximizing the
mean return. The intra-option policy gradient (Bacon et al., 2017) update is:

∇θJπ,µ(Θ) = Eπ,µ[∇θ log πθ(At|St,Wt)Qπ,µ(St,Wt, At)],

and the termination gradient (Bacon et al., 2017) is given by:

∇νJπ,µ(Θ) = Eπ,µ[−∇νβν(St+1,Wt)AΘ,Q(St+1,Wt)]

where, AΘ,Q(St+1,Wt) = Q(St+1,Wt)− V (St+1) is the advantage function describing the importance of an option value
over the mean value. In the following work we assume that all the options can be started from any state (Iw ∈ S ∀w ∈W ).

3 Safety in Option-Critic

Taking inspiration from the notion of safety in the actor-critic framework using the constraint variance in return (Jain
et al., 2019), we similarly derive the safe framework in the option-critic. Our notion of safety emphasizes minimizing the
erratic or the harmful behavior of an agent in the environment (Amodei et al., 2016). The higher is the variance in return
from a state; the higher would be the uncertainty in the value estimate of that state. Uncertainty in the value estimate
of a state reflects an inconsistent behavior of the agent in that particular state. Considering that the irregular or sudden
behavior is classified as unsafe, potentially, the unsafe states would exhibit higher variance in return.

Let the return be denoted by

Gt,π,µ = Rt+1 + γRt+2 + γ2Rt+3 + · · · = Rt+1 + γGt+1,π,µ.

We consider Zt = (St,Wt) as an augmented state space - a space of state-option pair. Here, the transition matrix over the
augmented state space is given by:

P (z′|z, a) = P (s′|s, a)[(1− βν(s′, w))1w=w′ + βν(s′, w)µκ(w′|s′)] (1)

1
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The rewards are coming from a base MDP, where we write r(z, a, z′) = r(s, a). Since,
∑
z′ P (z′|z, a) = 1, therefore, the

reward model is defined as:

r(s, a) = Eπ,µ[Rt+1|St = s,At = a] =
∑

z′

P (z′|z, a)r(z, a, z′)

Lemma 1. Eb[γλδt,π
(
ρt+1G

λ
t+1,π − Eb[ρt+1Qπ(St+1, At+1)|St = s,At = a]

)∣∣St = s,At = a] = 0.

Proof. The proof of the lemma is given in Jain et al. (2019). Here λ is trace decay parameter and δt,π is the 1-step TD
error.

Theorem 1. The Bellman equation for the variance in the return from a given augmented state-action pair is:

σπ,µ(z, a) = Eπ,µ
[
δ2
t,π + γ̄σπ,µ(Zt+1, At+1)

∣∣Zt = z,At = a
]

(2)

where γ̄ = γ2 and δt is the 1-step TD error.

Proof. On expanding Gt,π,µ −Qπ,µ(z, a),

Gt,π,µ −Qπ,µ(z, a) =Rt+1 + γGt+1,π,µ −Qπ,µ(z, a)

=Rt+1 + γ
∑

z′,a′

P (z′|Zt, At)πθ(a′|z′)Qπ,µ(z′, a′)−Qπ,µ(z, a)

+ γ{Gt+1,π,µ −
∑

z′,a′

P (z′|Zt, At)πθ(a′|z′)Qπ,µ(z′, a′)}

=δt + γ
(
Gt+1,π,µ − Eπ,µ[Qπ,µ(Zt+1, At+1)|Zt = z,At = a]

)
(3)

Similar to Jain et al. (2019), let the variance for the augmented state-action pair be given as:

σπ,µ(z, a) =Eπ,µ
[
(Gt,π,µ − Eπ,µ[Gt,π,µ|Zt = z,At = a])2|Zt = z,At = a

]

=Eπ,µ
[
(Gt,π,µ −Qπ,µ(z, a))2|Zt = z,At = a

]

=Eπ,µ
[(
δt + γ(Gt+1,π,µ − Eπ,µ[Qπ,µ(Zt+1, At+1)|Zt = z,At = a])

)2

|Zt = z,At = a
]

=Eπ,µ
[
δ2
t |Zt = z,At = a

]
+ γ2 Eπ,µ

[
(Gt+1,π,µ − Eπ,µ[Qπ,µ(Zt+1, At+1)|Zt = z,At = a])2|Zt = z,At = a

]

+ 2γ Eπ,µ
[
δt(Gt+1,π,µ − Eπ,µ[Qπ,µ(Zt+1, At+1)|Zt = z,At = a])

]
(4)

Using the Lemma 1, by substituting ρ, λ = 1 and changing the state S as an augmented state Z, the third term in the
above (4) goes to 0. This leads the variance to σπ,µ(z, a) = Eπ,µ

[
δ2
t,π + γ̄σπ,µ(Zt+1, At+1)

∣∣Zt = z,At = a
]
.

The new safe objective function is defined as:

J(Θ) = Ez∼d
[
QΘ(z)− ψz σΘ(z)

]
,

where d describes the initial state-option distribution and ψz is the regularizer for the variance penalty term which is a
function of the augmented state space.
Theorem 2. (Safe Intra-Option Policy Gradient Theorem) Given Markov options, πw,θ policy differentiable in parameter θ, the
gradient of the objective function J w.r.t. θ starting from state s and option w is:

∇θJ(Θ) = Ed,Θ[
∑

a

∇θπθ(a|Zt)
(
Qπ,µ(Zt, a)− ψZt σπ,µ(Zt, a)

)
]

Proof. The gradient of the σΘ(z) w.r.t. θ is calculated in a similar fashion as the gradient ofQΘ(z) w.r.t. θ in the Intra-option
Policy Gradient Theorem (Bacon et al., 2017).

The gradient update for the intra-option policy moves in the direction to maximize the mean return value and minimize
the variance in the return.
Theorem 3. (Safe Termination Gradient Theorem) Given Markov options, βw,ν termination function differentiable in parameter ν,
the gradient of the objective function J w.r.t. ν starting from state s and option w is:

∇νJ(Θ) = Ed,Θ[−∇νβν(St+1,Wt)
(
Aπ,µ,Q(St+1,Wt)− ψz Aπ,µ,σ(St+1,Wt)

)
]

where Aπ,µ,σ(St+1,Wt) = σΘ(St+1,Wt)− σΘ(St+1) is the advantage function for the variance similar to the value function.

2
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Proof. The gradient of the σΘ(z) w.r.t. ν is calculated in a similar fashion as the gradient ofQΘ(z) w.r.t. ν in the Termination
Gradient Theorem (Bacon et al., 2017).

Similar to the Option-Critic, when the advantage of the value function is positive for an option, the gradient for the
termination descends. On the other hand, the positive advantage function for the variance makes the gradient update
for the termination ascent. It matches with the intuition, when the variance of an option is higher than the average
variance, it would be desirable to terminate the option and choose a better option with a lower variance.
Theorem 4. (Safe Policy over Options Gradient Theorem) Given Markov options, µκ policy over options differentiable in parameter
κ, the gradient of the objective function J w.r.t. κ starting from state s and option w is:

∇κJ(Θ) = Ed,Θ[βν(St+1,Wt)
∑

w′

∇κµκ(w′|St+1)
(
QΘ(z′)− ψz′ σΘ(z′)

)
]

Proof. Let 1-step augmented state transition using (1) be: P (1)
γ̄ (Zt+1|Zt) def

= γ̄
∑
a πθ(a|Zt)P (Zt+1|Zt, a). Similarly, the

k-step transition would be defined as: P (k)
γ̄ (Zt+k|Zt) def

= P
(1)
γ̄ (Zt+k|Zt+k−1) × P

(k−1)
γ̄ (Zt+k−1|Zt). The gradient of the

variance w.r.t. κ parameter following (2),

∇κσΘ(z) =∇κ
[∑

a

πθ(a|z)γ̄
∑

s′

P (s′|s, a)
[
(1− βν(s′, w))σΘ(s′, w) + βν(s′, w)

∑

w′

µκ(w′|s′)σΘ(s′, w′)
]]

=
∑

a

πθ(a|z)γ̄
∑

s′,w′

P (s′|s, a)
[
(1− βν(s′, w)1w=w′ + βν(s′, w)µκ(w′|s′)]∇κσΘ(s′, w′)

+
∑

a

πθ(a|z)γ̄
∑

s′,w′

P (s′|s, a)βν(s′, w)
∑

w′

∇κµκ(w′|s′)σΘ(s′, w′)

=
∞∑

k=0

∑

z′

P
(k)
γ̄ (z′|z)

∑

a′

πθ(a
′|z′)

∑

s′′

γ̄P (s′′|s′, a′)βν(s′′, w′)
∑

w′′

∇κµκ(w′′|s′′)σΘ(s′′, w′′)

Similarly, the gradient of the QΘ(z) value function can be derived similarly, leading to the proof.

The above theorem states that the gradient of the policy over the options is updated in the direction of maximizing the
expected Q-value and minimizing the variance function achieved from all other possible options after termination of the
current option.

4 Experiment

Grid-World: We experiment in the classic grid-world four rooms (FR) environment (Bacon et al., 2017). To test safety, we
created a variable reward frozen patch (F ) in one of the hallway generated fromN (0, 8) distribution. The rest of the states
are given a 0 reward. Agent receives a reward of 50 on reaching the goal (G) (See Fig. 1a). γ is kept as 0.99. The step size of
value function, variance function, intra-option policy, termination, policy over options are 1.0, 2e−3, 1e−3, 5e−3, 1e−4
respectively for both option-critic (ψz = 0) and safe option-critic (ψz = 0.5) ∀z ∈ Z. Fig. 1b and Fig. 1c depict the
performance in the FR environment.

(a) Environment (b) Learning curve (c) Absolute TD error

Figure 1: Performance in the FR: Shows the performance averaged over 50 trials where the vertical bands depict the std.
dev.. Shows b ) the return, and c) sum of the absolute TD error. The safe policy (red) has a smaller standard deviation as
compared to the baseline (black) signifying safety helps an agent to avoid variance inducing regions.

Continuous State-Action Space: Here we performed the experiments in Mujoco environments to test the real-world use
case of introducing safe trajectories while learning in an environment. We implemented our safe algorithm over existing

3
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proximal policy option-critic (PPOC) (Klissarov et al., 2017). We compare the performance of the agent using both the
baseline PPOC and Safe-PPOC in Fig. 2. The videos1 compare the performance of the agent using both the algorithms in
the Mujoco environments.

(a) Half Cheetah (b) Humanoid Standup (c) Ant

Figure 2: Performance in Mujoco: Learning curve average over 10 runs where vertical bands depict the std. dev.. The
vertical bars at right most corner display the std. dev. in performance over the last 50 iterations. The variance regularized
PPOC (ψ > 0) helps in reducing the variation across multiple seed values leading to a more consistent performance.

5 Conclusion & Future Work

This work aims to introduce the constraint over the variance in return to the existing option-critic architecture in order
to incorporate responsible behavior in the risk-sensitive domains. Firstly, we propose a direct estimator of the variance
in the hierarchical policy framework. Then, we establish a method to learn a safe and reliable policy in option-critic,
which uses the above direct estimator of the variance to avoid unpredictably behaving regions. The above framework
is generic, which makes no assumption about the environment, making it a simple strategy to combine with the current
policy gradient techniques. The future work is to experiment with more different environments like Atari to understand
the scalability of the safe algorithm.
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Abstract

Within Reinforcement Learning, there is a fledgling approach to conceptualizing the environment in terms
of predictions. Central to this predictive approach is the assertion that it is possible to construct ontologies
in terms of predictions about sensation, behaviour, and time—to categorize the world into entities which
express all aspects of the world using only predictions. This construction of ontologies is integral to predictive
approaches to machine knowledge where objects are described exclusively in terms of how they are perceived.
In this paper, we ground the Pericean model of semiotics in terms of Reinforcement Learning Methods,
describing Peirce’s Three Categories in the notation of General Value Functions. Using the Peircean model
of semiotics, we demonstrate that predictions alone are insufficient to construct an ontology; however, we
identify predictions as being integral to the meaning-making process. Moreover, we discuss how predictive
knowledge provides a particularly stable foundation for semiosis—the process of making meaning—and
suggest a possible avenue of research to design algorithmic methods which construct semantics and meaning
using predictions.
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1 Predictive Approaches to Machine Knowledge

A foundational problem of machine intelligence is being able to conceptualize the environment—to construct
ontologies of categories and concepts which enable meaningful decision making and problem solving.
Furthermore, it is normally assumed that such ontologies are dependent upon knowledge; and so it is
no surprise that each approach to machine intelligence—from expert systems to machine learning meth-
ods—aims to build systems approaching human-level understanding of their environment based on differing
assumptions about what knowledge is and what counts as it. Within Reinforcement learning, there is a
fledgling approach to knowledge building sometimes called predictive knowledge: a collection of learning
methods and architectural proposals which seek to describe the world exclusively in terms of sensation,
behaviour, and time (Sutton, 2009).

What separates predictive knowledge from other machine intelligence proposals is a focus on, and require-
ment of, methods which have three capacities: the ability to 1) self-verify knowledge through continual
interaction with the environment, 2) describe knowledge exclusively in terms of observations from the
environment, and 3) scale learning methods (Sutton et al., 2011). While each of the requirements is important
to operationalizing predictive knowledge, they are in service of a greater, unmentioned requirement: the
ability to construct an ontology through interaction with the environment. Many other learning methods
assume that ontological categories are given to the agent, either by hand-crafting properties and relationships
to describe the world (as is done in knowledge bases), or providing explicit ontological categorization during
supervised learning. Predictive Knowledge is liberated from this engineering process by focusing on learning
methods which construct their own categories, properties, and relationships to describe the environment.

While promising, it is unclear to what extent ontologies constructed through predictive knowledge frame-
works accomplish the task of conceptualizing the environment. Certainly there is some degree of success in
using predictions to support control and decision-making (Modayil and Sutton, 2014; Edwards et al., 2016;
Günther et al., 2016), but there are also roadblocks to progress which seem to indicate a problem with the
foundations of the framework. For instance, tasks such as reasoning about objects in terms of sensorimotor
experience in predictive terms (Koop, 2008) has proven to be exceptionally challenging—a task which is
relatively simple for supervised learning systems, and other learning methods with hand-crafted ontologies.
This difficulty to express general concepts using predictions is sometimes referred to as the abstraction gap.

At root, and so in service of the three requirements above, the predictive knowledge project proposes that
value functions hold the meaning necessary to construct a successful ontology.1 This paper will proceed
by proposing a framework for understanding meaning which will present a challenge to this stated under-
standing of value functions, the technical implications of which will then be discussed. Importantly, we find
that Predictive Knowledge does not yet meet the threshold for meaning that is necessary to accomplish the
ontological construction sought after by the project of Predictive Knowledge.

2 The Building Blocks of Meaning: a Less Deadly Triad

There is a long standing approach to the construction of meaning in academic literature outside of Computer
Science and Machine Intelligence; namely, semiotics. Despite particular theoretical differences, the basic idea
behind positions in semiotics is that meaning is a relational product of ‘signifiers’ (or, words and language)
and the ‘signified’ (or, objects and the world). For instance, Saussure argued that the meaning for some word
was defined by its relative place in the broader structure of the relevant language—i.e. dog does not mean
cat (and vice-versa) precisely because the structure of the English language has unique places, laid out by
interpreters through practice, wherein dog and cat cannot be interchanged. Thus, there is the signified (one’s
actual pet) and it stands in relation to a structured ontology of signifiers (of words one might use, or not use,
to describe their pet).

Of course, put so broadly, semiotics as an approach to linguistic meaning is simultaneously compatible with a
wide variety of other methodological approaches and philosophical commitments, and prone to questioning
and conflict. Consequently, to see how semiotics may help design machine learning methods capable of
independently constructing ontologies, the discussion must be narrowed from the broader theoretical terrain

1This is made clear in some conceptual projects(Sutton, 2009; Koop, 2008; Sutton et al., 2011); however, it is worth
noting that in engineering projects which focus on using predictions to support decision making, it is likely that the
claim of predictions as being relevant is likely only implicit, if intended at all.
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to one particular view. To that end, we focus on the Peircean model of semiotics for two reasons: 1) Peircean
semiotics is not limited to the domain of language, but instead, tackles the broadest domain possible with
the notion of a sign (CP 1.339)2, making it applicable to the analysis of machine intelligence methods; and
2) Peircean semiotics particularly emphasizes the process of agent interaction rather than the resulting
‘language’ or ontological structure (CP 1.341), making it uniquely suitable to analysis of Reinforcement
Learning methods.

At a macroscopic level, Peirce’s semiotics is often described as a triadic relation between an object, a signifier,
and an interpretation. For example, a bonfire at a campsite could be an object; the smoke it gives off could
be its signifier; and the conclusion that one draws (or, interpretation) could be that “people are in the forest.”
One may note that under the Peircean model, signifiers are not only words or the perspective of agents, but
can also be objects in the world. This leads to two immediate confusions: 1) that there is a multiplicity to
the interpretation of signs (it is not clear the the ’right’ signifier is the smoke, or the fire, or that the ’right’
interpretation is that there are people in the forest); and 2) that signs are not isolated or fixed, but instead are
linked together (a ’complete’ sign between smoke, fire and the interpretation of people, might itself be the
signifier of another larger, more complex sign). However, despite these points of potential confusion, the
model nonetheless provides a framework for evaluating meaning: smoke means people are present due to
the combination of relations inherent between smoke and fire, fire and people, and the interpretive step an
agent takes in relating their environment and experiences to these relations. The crux of this model is thus
the third aspect of agent interpretation rather than simply the sets of relations between phenomena.

Indeed, to go into further detail, one will find that the triadic model is derivative of Peirce’s Theory of
Mind.3 What can be shown is that the semiotic model depends upon, what is normally called, the Three
Categories; and which we will refer to here as Sensation, Perception, and Generality.4 First, before abstractions—
or conceptualizations—can be constructed, there must be the information or sensation from which one can
construct the abstraction, absent of any categorization, modelling, or understanding. Thus, Sensation is the
observation an agent receives from the environment without further analysis, comparison, or relation. In the
linguistic semiotic model, this would be the smoke as smoke—a signifier without a corresponding object or
interpretation, something merely sensed.

Of course, our concepts and thoughts are not simply composed of raw, unprocessed sensation. A sensation of
smoke and a sensation of fire are related through our perception and environment construction regardless of
any particular meaning. Consider, for example, how classical conditioning describes fixed responses to stimuli,
such as blinking, which do not require higher level conceptual cognition. Thus the second component of the
triad, Perception, describes both the properties which our environment is in terms of and how each property
relates to different sensations. Within predictive knowledge and machine learning, this notion of Perception,
can be found in many places: i.e. a prediction’s estimate, or the value of a state action pair.

Now, it may seem unclear why one needs a third part. There are moments sensed and perceptions which relate
them; what else could there be, or must there be? Some reflection, however, may reveal the shortcomings
of this diadic relationship. To think again of our campsite, one’s sensation of smoke may bring about
the perceptual relation of fire—the two go together after all, like blinking—but there are many further
experiences which come with fire. Sometimes there really is a campsite and people roasting marshmallows,
other times lightning strikes, or dry heat and unkempt brush may bring an unwelcome end to celebratory
fireworks. Which conclusion one draws from the sensation of smoke—that is, what the smoke means—is
thus the application of a broader general concept (say, campfire as compared to forest fire). The useful selection
of one broader concept over another may require a rich background of experience and learned relations
(between, say, the volume of smoke and the colour of the horizon, or the smell of burning pine), but is
nonetheless an active cognitive step wherein a general notion is applied to a particular case—that the source
of this smoke, and so this fire, is people and not lightning. This third category, the relation of general patterns
to particular instances, is what we have called Generality.

2We refer to Collected Papers of Charles S. Peirce by CP m.n, where m is the volume number and n is the paragraph
number, as is custom in Peircean scholarship.

3The full scope of which is, unfortunately, beyond this paper.
4Peirce refers to these categories as Firstness, Secondness, and Thirdness; however, despite the systematic function

that these categories play throughout his theories, we eschew this naming schema for both clarity and applicability. See
CP 1.300 onwards for relevant discussion.
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3 Is Learning a GVF a Semiotic Process?

Thus far we have presented the parallels between AI and semiotics speculatively and hesitantly, but we
will now develop an extended example covering predictive knowledge and the Three Categories. To do
so, we take a General Value Function (GVF) (White, 2015)—the most basic mechanism of many predictive
knowledge proposals—and evaluate whether learning an approximate value function can be seen as a triadic
relationship; we evaluate whether predicting is a process which produces meaning.

GVFs make predictions estimating the value, or expected discounted sum of a signal C defined as Gt =∑∞
k=0(

∏k
j=1(γt+j))Ct+k+1. Value for some state φ is estimated with respect to a specific policy π, discount

function 0 ≤ γ ≤ 1, and cumulant c, such that v(φ;π, γ, c) = Eπ[Gt|St = φ]. Using GVFs, we can ask
questions such as “How long will it take me to bump into a wall if I keep walking forwards”? These GVFs
are typically learnt online through interaction between an agent and its world over discrete time-steps. On
each time-step t = 0, 1, 2, ..., n the agent receives a vector ot that describes what is sensed, and takes an action
at. Prior to use or feature construction, the observations ot received by the system are Sensation: the first
component of the Three Categories.

The observations, with some function approximator, are used to produce the agent state: a feature vector φt :
ot → Rn which describes the environment from the agent’s perspective5. This state φt is used in conjunction
with some learning method to estimate the discounted sum Gt of future signals C. For our example, we
consider Temporal-Difference (TD) learning (Sutton, 1988); however, our conclusions will generalize to other
policy evaluation methods. When performing TD learning, we maintain some weight parameters w ∈ Rn
which when combined with the current state produce the estimated return vπ(φt) = w>t φt. On each step, at
each instant, the weights are changed proportional to the TD error δt = Ct+1 + γt+1vπ(φt+1)− vπ(φt). When
the weights are updated by wt+1 = wt + αtδtφt, the relation between ot, at, and ct is updated based on some
response from the environment. For any given state φt, the estimate vπ(φt) forms a relation between what
is sensed ot, the actions taken at and the signal being predicted ct; thus, value estimates form the second
component of the Three Categories: Perception.

Having come to the end of the process of specifying and learning a GVF, one may wonder where Generality
exists in predictive knowledge. After all, many claim that a single prediction has meaning6, but we have
so far only identified Sensation and Perception. While a GVF may capture a prediction for any given state,
generalizing over observations through some function approximation, it does not capture Generality. When
a prediction is formed as a GVF, our expectation of future signals slurs over all experience, making it
impossible to relate manifestations of instances of signals in order to compare and contrast them. Using
GVFs alone, we are incapable of, say, identifying that a wall bumped into is the very same as the one we
bumped into both 10 time-steps ago and 100 time-steps ago: we may only say how close an observation was
to the expectation of the whole of an agent’s experience in that particular agent-state.

This limitation in expressing the Three Categories invites us to wonder whether the notion of Sensation,
Perception, and Generality is a productive one: does framing predictive knowledge as a semiotic process
help us better understand machine intelligence? As we previously introduced, there are other approaches to
semiosis, some of which do not depend on Generality7. Simply finding our methods to be meaningful does
not obliviate the limitations of existing predictive knowledge methods. Predictive knowledge frameworks
can be construed as constructing meaning under other definitions of semiotics; however, declaring our
methods to be sufficient does not help predictive knowledge systems cross the abstraction gap and express
concepts which are at present elusive—a declaration of meaning would not suddenly enable Predictive
Knowledge methods to reason about generality, or make it any clearer how notions such as objects would be
formalized in a predictive setting.

How, then, do we surmount the gap between abstract generalities and the relations which inform them?
While predictions alone are insufficient, it may be possible to express generalities by constructing models
using predictions A model-based method which explicitly defines state-action transitions relates not only one
state st to another st+1, but relates states in terms of all the possible transitions given all the possible actions

5It is worth noting that input observations ot could include not just immediate sensor feedback, but also the previous
action, historical information, or internal signals generated from learning.

6See Sutton et al. (2011) for an example argument for GVFs as having explicit semantics, and both Koop (2008) and
White (2015) for additional discussion of predictions as inherently meaningful.

7For example, (Barbieri, 2007) presents a variety of semiotic models in application to cell biology.
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which could have been taken in st. A model which is able to interrelate many predictions such that contexts
can be compared and contrasted could be considered semiotic. For these reasons, difficulty in constructing
generalities does not belong to insufficient learning methods, or poor state construction (although they do
impact progress). The difficulty of constructing abstractions results from an inability to interrelate what is
learned: it is a problem of how we structure predictive knowledge architectures, not how we learn them.

Does learning a prediction encompass the entirety of a semiotic process? No; however, predictive knowledge
could play a central role in a process which is semiotic. GVFs provide a robust and flexible foundation for
semiosis by playing the part of Perception. By focusing on incremental learning methods which are specified in
terms of behaviour, GVFs describe a class of predictions which are uniquely suited to be Perception: methods
which are not ontologically constrained by labels—or, what predictive knowledge agents can conceptualize
constrained by the reality of the environment they inhabit, not the labels provided for training. Moreover,
GVFs have proven themselves to be practically useful for reactive behaviour such as prosthetic control
(Edwards et al., 2016), lazer welding (Günther et al., 2016), and robotics (Modayil and Sutton, 2014)—crucial
steps in demonstrating that GVFs are useful in informing decision-making about the environment, although
insufficient for constructing an ontology of the world.

4 Conclusion: Taking Stock of the Predictive Knowledge Project

Predictive knowledge describes a collection of proposals for constructing machine knowledge which assert
that all world knowledge can be described as predictions about sensation, behaviour, and time. In this
paper, we take a first look at the construction of semantics and meaning in predictive knowledge by
evaluating whether or not learning a General Value Function can be construed as a semiotic process. We
demonstrate that GVFs can be seen to fulfill the first two components of semiosis: Sensation and Peception;
however, predictions fall short of providing the third component, Generality. As a result, predictions do not
have meaning independent of any other process. While predictive knowledge proposals do not presently
construct meaning, the project of predictive knowledge is not inherently doomed; quite the opposite,
predictive knowledge provides a promising foundation for construction of meaning in Machine Intelligence.
We suggest that it may be possible to express generalities by using predictions to construct models of the
environment, thereby completing the triadic relation and forming a semiotic process.
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Abstract

Within Reinforcement Learning, there is a growing collection of research which aims to express all of an
agent’s knowledge of the world through predictions about sensation, behaviour, and time. This work can be
seen not only as a collection of architectural proposals, but also as the beginnings of a theory of machine
knowledge in reinforcement learning. Recent work has expanded what can be expressed using predictions,
and developed applications which use predictions to inform decision-making on a variety of synthetic and
real-world problems. While promising, we here suggest that the notion of predictions as knowledge in
reinforcement learning is as yet underdeveloped: some work explicitly refers to predictions as knowledge,
what the requirements are for considering a prediction to be knowledge have yet to be well explored. This
specification of the necessary and sufficient conditions of knowledge is important; even if claims about the
nature of knowledge are left implicit in technical proposals, the underlying assumptions of such claims
have consequences for the systems we design. These consequences manifest in both the way we choose
to structure predictive knowledge architectures, and how we evaluate them. In this paper, we take a first
step to formalizing predictive knowledge by discussing the relationship of predictive knowledge learning
methods to existing theories of knowledge in epistemology. Specifically, we explore the relationships between
Generalized Value Functions and epistemic notions of Justification and Truth.
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1 Predictive Approaches to Machine Knowledge

One of the foundational goals of machine intelligence is to create systems which are able to understand
and reason about the world around them. Within Reinforcement Learning, there is a growing collection of
research which attempts to describe the world in terms of predictions about the environment, sometimes
called Predictive Knowledge (Sutton, 2009; Koop, 2008; Sutton et al., 2011; White, 2015). Predictive knowledge
agents describe the world by making many predictions with respect to their behaviour. These predictions
can then be interrelated to express more abstract, conceptual aspects of the environment (Schapire and
Rivest, 1988). For instance, using a General Value Function, a system could predict whether there is an
obstacle to the left or right. Key to this approach is that all predictions—from immediate sensorimotor
anticipation, to abstract conceptual expressions of the environment—are described exclusively in terms
of sensation, behaviour, and time. As a result of these constraints, predictive knowledge centres itself
around methods which are able to construct their own categories, properties and relationships: predictive
knowledge is liberated from the process of labelling. This body of work can be seen as not just a collection of
engineering proposals, but also as a fledgling approach to describing knowledge from a machine intelligence
perspective—as a starting point for applying Epistemology to Reinforcement Learning.

Predictive knowledge methods show promise; however it is unclear to what extent predictions can be
considered knowledge. While prediction’s special status as knowledge has been alluded to in RL (Sutton et al.,
2011; White, 2015), there has been no discussion of the necessary and sufficient conditions for predictions to
be considered knowledge, or the assumptions required and consequences which follow from considering
predictions to be knowledge. This is more than simply an absence of conceptual discussion in a purely
technical endeavour; there are practical challenges to developing predictive knowledge architectures which
are particularly pernicious due to a limited understanding of the requirements of knowledge—i.e., how
to choose what to predict and how to predict it independent of designer intervention is largely unknown.
Although predictions have proven to be practically useful in reactive control systems in bionic limbs
(Edwards et al., 2016) and industrial laser welding (Günther et al., 2016), in each of these instances the
predictions learnt by the system and how they are used to inform decison-making is hand-specified by
engineers and designers. These problems, at least in part, are a consequence of a poor understanding of the
requirements of knowledge.

When we propose that predictions can be interpreted as knowledge, we are making a claim about what
knowledge is. In this paper, we begin the project of formalizing a theory of knowledge in reinforcement
learning by exploring justification and truth in predictive knowledge. Specifically, we 1) highlight evaluation
concerns in predictive knowledge architectures, emphasizing how they relate to existing real-world appli-
cations; and 2) argue that epistemology is relevant to predictive knowledge research—that epistemology
deserves greater attention when designing predictive knowledge architectures. To do so, we examine one of
the most fundamental components of predictive knowledge proposals: General Value Functions (GVFs).

2 General Value Functions

When we discuss the requirements of knowledge, it is natural for us to begin by examining how predic-
tive knowledge learning methods relate to formal theories of knowledge. One of the central methods of
specifying predictions in predictive knowledge is through General Value Functions. General Value func-
tions estimate the discounted sum of some signal c over discrete time-steps t = 1, 2, 3, ..., n defined as
Gt = E(

∑∞
k=0(

∏k
j=1(γt+j))Ct+k+1). On each time-step the agent receives some vector ot of observations

which describes the environment and takes an action at. The observations are used to construct the agent-state
φ : ot → Rn: the state of the environment from the agent’s perspective. A GVF is parameterized by a set of
weights w ∈ Rn which when combined with the agent-state produce an estimate of the return v(s) = w>φ(ot)
The prediction is specified by two sets of parameters: question parameters which determine what the pre-
diction is about and answer parameters which determine how the prediction is learnt. Question parameters
include the signal of interest C, a discounting function dependent on the state of the environment st and an
action taken at, a factor 0 ≥ γ ≥ 1 which determines how to discount future signals, and a policy π which
describes the behaviour over which the predictions are made. Answer parameters include the step-size α
which scales updates to the weights, and the eligibility decay λ which determines how much previous states
should update their estimates based on the most recent observation. These predictions can be learned online,
incrementally using policy evaluation methods such as Temporal-difference learning (Sutton, 1988).
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GVFs form a key component of predictive knowledge proposals by acting as the mechanism through which
knowledge is constructed(Sutton et al., 2011). Certainly, not all predictions are created equally. Feature
construction and amount of experience contribute to the how well the return Gt is estimated. If we center all
knowledge as a collection of predictions, how do we evaluate the quality of a predictions as knowledge?

3 Lessons From Epistemology: Barn Facades and Bionic Limbs

Before embarking on determining whether or not accurate predictions can be considered knowledge,
it’s prudent to have an understanding of what knowledge is. To this end, we introduce arguments from
epistemology, the study of knowledge, and ground these arguments in terms of GVFs.

At its core epistemology captures the distinction between systems which know that such-and-such is the case
and systems which are simply reliably responding to stimuli. While there are many theories that define the
necessary and sufficient conditions for knowledge, they can be summarized broadly as requiring Justification,
Truth, and Belief (Gettier, 1963). Each of the legs of this tripartite approach to analysing knowledge are meant
to constrain what can be admitted as knowledge.

First, one must believe that they have knowledge of something. Belief may seem trivial; however, there are
real-world examples of people who are able to complete tasks while not believing they are capable of doing
so. When blindsighted patients are asked to perform certain visual tasks, they are able to achieve accuracy
higher than would be expected by chance, but do not believe their reports are accurate (Humphrey, 2006). A
blindsighted person does not assert that they know whether or not a stimulus is present; regardless, they are
able to complete these tasks with some reliability. Second, the belief must be truthful. Truth separates beliefs
which have bearing on the world, and assertions which are incongruous for reality. If someone says they
know the moon is made of cheese, we wouldn’t say they know what the moon is made of, even if they deeply
hold this belief. Third, a belief must be justified. Justification serves to separate accidentally true beliefs from
those which are right for good reasons; i.e, if you asked someone how to get to the nearest cafe, and their
directions happened to be correct, you wouldn’t say they were right—you’d say they were lucky.

The variety of positions relating to each of justification, truth, and belief are numerous. To that end, we
constrain ourselves to considering how GVFs relate to the first two components of the tripod: how can
predictions be licensed as being Truthful and Justified? As we alluded to earlier, not all predictions are
created equally. In order to make progress in designing predictive architectures, we must be able to separate
predictions which are unreliable, or made for poor reasons, from those which are robust and can be used to
inform decision-making.

When an agent is making a prediction, it is making an assertion about the world as observed through its
data stream. If a prediction is accurate, it is a testament to its truth. One common method of evaluating
whether a prediction is correct or not is to compare what is predicted against an estimation of the true
return (Pilarski et al., 2012; Edwards et al., 2016; Günther et al., 2016). The approximate return is G̃t =∑b
k=0(

∏k
j=1(γt+j))Ct+k+1 − vt(st) for some buffer-size b which determines how many steps into the future

cumulants c are stored to produce the return estimate on any given time-step. The truthfulness of the
prediction can be described as the the extent to which estimated value matches the true, observed return1.

If prediction accuracy describes the truth of a prediction, what is justification within predictive knowledge
architectures? Or, is justification necessary? As previously mentioned, the necessary and sufficient conditions
for knowledge are a point of contention. In the same paper that Gettier introduced Justified True Belief,
he argued against its validity. Similarly, Goldman’s Barn Facade problem—which we explore in terms of
predictions in the following paragraphs—illustrates how evidence and reasons are not the only way to
support the claim that a belief is true—reasons are not the only way to separate a lucky guess, from a justified
belief (Goldman, 1976). The purpose of justification is simply to show that a belief is expected to be reliable,
that a belief is predicted to be true (Brandom, 2009). Can we treat the reliability of predictions as sufficient
for identifying knowledge independent of any other form of justification?

In short, no. While the reliability of a belief—or, accuracy of a prediction—is a means of justifying a belief,
reliability alone is insufficient to attribute knowledge (Brandom, 2009). We can examine the limitations
of reliability as justification by translating Goldman’s barn facade problem to a predictive knowledge
experiment. Consider a single GVF making a prediction about some signal c. In this case, the return error

1This approach is advocated in the original proposal of Sutton et al. (2011)
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(b) Absolute return error of two predictions.

Figure 1: Which prediction counts as knowledge: green or purple?

vt(φt)− G̃t is relative to a particular time-step t, and a set of observations ot. A GVF which predicts random
values could make a perfect prediction for a given time-step t and have no return error for an observation ot.
Clearly, the accuracy of a prediction over one time step says nothing about how likely a prediction is to be
accurate in general. Given the limitations of a single time-step error, over what horizon—for what period
of time, or what collection of states—must we examine the return error to licence truth? Must we calculate
the return error of a prediction relative to all possible states in order to determine whether a prediction is
sufficiently justified? Such a requirement would be technically infeasible in a real-world setting.

Not only is return error impractical as the exclusive source of justification, it is incoherent on a conceptual
level. Relative to each set of states, there is a clear answer as to whether or not a prediction is accurate;
however, there is nothing in the world which privileges one set of states over others in making the distinction
of truth. So the accuracy, or reliability of a belief does not determine whether or not the prediction is justified.
None of this is to say that the reliability of predictions does not have any epistemic significance. Prediction
accuracy is unquestionably an important part of assessing the truth of a prediction and evaluating if a
prediction is justified. However, Prediction accuracy alone does not tell the full story.

To explore this point, we produce two predictions about the joint angles of a robotic actuator, as sampled
from the human controlling a robotic arm to do manipulation task. Please refer to Pilarski et al. (2013a) for
the full details of how this dataset was generated. The cumulant of interest is the elbow servo motor angle in
radians. For both predictions, the discount factor is γ = 0.99, corresponding to roughly 2.5 seconds of arm
operation. As per Pilarski et al. (2013a), the predictions were made on-policy with TD(λ) with λ = 0.999 and
a step size α = 0.033 (Sutton, 1988). Only the function approximators used to construct the agent-state varies
between the two predictions.

From the predictions in Figure 1, we can see that the green prediction isn’t a prediction at all. Although both
predictions are specified to learn the same GVF, the green prediction is simply tracking the signal of interest.
In comparison, the purple prediction, in fact, predicts: it rises before the stimulus rises, and decreases before
the stimulus falls. Looking at return error alone (Figure 1b), we would be lead to the conclusion that the green
prediction is in fact more truthful than the purple. Because the green prediction is more accurate—both on a
moment-to moment basis, and throughout the trial—from this reliabilist perspective, it is better justified. We
could conclude that the green prediction that isn’t predicting is a better candidate for knowledge. Although
the purple prediction is clearly more predictive, it has a greater return error, both on a moment-to-moment
basis on each time-step and in the greater context of the experimental trial.

More than simply a contrived example, these predictions are examples of prototypical GVFs made on bionic
limbs to inform control systems. While existing systems are hand-engineered, if we choose to build systems
which independently make decisions about what to learn and how to learn them, we must be able to assess
the quality of a prediction in a robust, reliable way. From purely an engineering standpoint, in order to build
such systems successfully we must be able to discriminate between predictions which have low error for
poor reasons and predictions which explain their signal of interest (Pilarski et al., 2013b). Put simply, just
because a prediction is accurate, doesn’t make it useful.
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The limitations of reliability as justification is more than a conceptual problem, it has practical consequences
for evaluation in real-world applications of predictive knowledge systems. The consequences of epistemic
choices we make—whether we are conscious of them or not—have a fundamental impact on the effectiveness
of our systems. To achieve its fullest potential, future work should examine additional methods of supporting
the justification of predictions, perhaps using internal signals about learning.

4 Concluding Thoughts:
The Importance of Evaluating When Predictions are Knowledge

Within reinforcement learning, there are the seeds of an approach to constructing machine knowledge
through prediction. While promising, there is limited discussion of what the formal commitments of such
an approach would be: namely, what knowledge is and what counts as it. In this paper, we take a first
step towards formalizing predictive knowledge by clarifying the relationship of GVFs to formal theories
of knowledge. We identify that a GVF’s estimates of some cumulant can be seen as truthful insofar as they
match the observed expected discounted return of the cumulant; we discuss arguments for and against the
reliability of a belief—or accuracy of a prediction—as being sufficient for justifying knowledge. Having
formalized these relationships between GVFs and both justification and truth, we use a robotic prediction
task to demonstrate that prediction accuracy is insufficient to determining whether a prediction is knowledge.
This inquiry is not simply an academic discussion: it has practical implications for decisions about what
knowledge is and what counts as it in architectural proposals. The project of predictive knowledge shows
promise not just as a collection of practical engineering proposals, but also as a theory of machine knowledge;
however, to achieve its full potential, predictive knowledge research must pay greater attention to the
epistemic commitments being made.
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Abstract

Deep Q-Network (DQN) is a learning algorithm that achieves human-level performance in high-dimensional, complex
domains like Atari games. One of the important elements in DQN is its use of target network, which is necessary
to stabilize learning. We argue that using a target network is incompatible with online reinforcement learning, and
it is possible to achieve faster and more stable learning without a target network, when we use an alternative action
selection operator, Mellowmax. We present new mathematical properties of Mellowmax, and propose a new algorithm,
DeepMellow, which combines DQN and Mellowmax operator. We empirically show that DeepMellow, which does not
use a target network, outperforms DQN with a target network.

Keywords: Deep Q-Learning, Deep Q-Network, Target Network

Paper # 226 236



1 Introduction

Deep Q-Network (DQN) [4] is an algorithm that combines standard Q-learning and deep neural networks, which can
train agents and yield human-level performances in large-scale, complex domains like Atari games. One of the important
techniques used in DQN is a target network, which is a copy of the estimated action-value function that is held fixed to
serve as a stable target for some number of steps. However, key shortcomings of target network are that it hinders
faster learning by delaying the updates of action-value functions and that it moves us farther from online reinforcement
learning, a type of learning long desired by reinforcement learning community[5][7].
We propose an approach that reduces the need for a target network in DQN while ensuring stable learning and good
performance in high-dimensional domains. To this end, we use a recently proposed softmax operator, Mellowmax [1].
We derive novel mathematical properties of Mellowmax, and suggest that the use of Mellowmax allows us to remove
target network from DQN. We test the performances of a new algorithm, DeepMellow, the combination of Mellowmax
and DQN, in two control domains (Acrobot, Lunar Lander) and two Atari games (Breakout, Seaquest). Our empirical
results show that DeepMellow achieves more stability than a version of DQN without target network. We also show that
DeepMellow, which does not have a target network, learns faster than DQN, which does.

2 Deep Q-Network and Target Network

Deep Q-Network (DQN) is a variation of standard online Q-learning with three modifications: first, it uses deep neural
networks to approximate action-value function in large state spaces. Second, it employs an experience replay which
stores transition samples into a buffer and randomly samples a minibatch of transitions to update action-value functions.
Third, it uses a separate target network, which is just a copy of real action-value function. While the real action-value
function is updated continually, the target network is updated with delays to stabilize learning.

The update equation of DQN is as follows:

θ ← θ + α
(
r + γmax

a′
Q̂(s′, a′; θ−)−Q(s, a; θ)

)
∇θQ(s, a; θ),

where action-value function Q is parameterized by θ, and a separate target network Q̂ is parameterized by θ−. The
separate weights θ− is synchronized with θ after some period of time. Using a separate target network makes divergence
unlikely, because it adds a delay between the time that Q̂ values are updated and the time that Q values are updated.

We aim to show that it is possible to remove target network from DQN, while ensuring stable learning and good
performances in complex domains. There are three reasons for removing the target network from DQN:

(1) Target network in DQN violates online reinforcement learning, and hinders fast learning. Online learning enables
real-time learning with streams of incoming data, continually updating the value functions without delays [5][8]. By
eliminating the target network, we can remove the delays in the update of value functions, and thus support faster
learning, as demonstrated in our experiments. (2) Having a separate target network doubles the memory required to store
neural network weights. Thus, removing the target network will contribute to better allocation of memory resources. (3)
We aim to develop simpler learning algorithms since they are easier to implement in practice and understand in theory.
Target network is an extra complication added to Q-learning to make it work; removing that complication results in a
simpler, and therefore, better algorithm. To this end, we use an alternative softmax operator defined next.

3 Properties of Mellowmax Operator

Mellowmax is a softmax operator, which can be thought of as a smooth approximation of the max operator. Softmax
operators have been found useful across many disciplines of science, including optimization [2], electrical engineering
[9], game theory [10], and experimental psychology [11].

In reinforcement learning, softmax has been used in the context of action selection to trade off exploration (trying new
actions) and exploitation (trying good actions), owing to its cheap computational complexity relative to more principled
approaches like optimism under uncertainty [12][13] or Bayes optimal decision making [14]. We use softmax in the
context of value-function optimization, where we focus on the following softmax operator:

mmω(x) :=
log( 1n

∑n
i=1 exp(ωxi))

ω
.

This recently introduced operator, called Mellowmax [1], can be incorporated into the Bellman equation as follows:

Q(s, a) =
∑

s′∈S
T (s, a, s′)[R(s, a, s′) + γmmωQ(s, ·)].
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Mellowmax has several interesting properties. In addition to being a non-expansion, the parameter ω offers an interpola-
tion between max (ω →∞) and mean (ω → 0) [1]. In the next subsection, we develop two novel mathematical properties
of this operator (convexity and monotonic non-decrease).

3.1 Convexity and Monotonic Non-decrease

Claim 1: For any ω ≥ 0, mmω(x) is convex.
Proof: Our proof generalizes the proof by Boyd and Vandanberghe [2]. Note that∇2mmω(x) =

ω
1>z ((1

>z)diag(z)− zz>)
where zi = eωxi . They showed that 1

1>z ((1
>z)diag(z)− zz>) ≥ 0. Thus, convexity holds as long as temperature ω ≥ 0.

Claim 2: For any ω ≥ 0 and any x, mmω(x) is non-decreasing with respect to ω.
Proof: Let ω2 > ω1 > 0. We want to show that mmω2(x) ≥ mmω1(x):

mmω2(x) =
log 1

n

∑
i e
ω2xi

ω2
=

log 1
n

∑
i e
ω1xi

ω2
ω1

ω2
=

log 1
n

∑
i e

(ω1xi)
(
ω2
ω1

)

ω2
.

Using Jensen’s Inequality: 1
n

∑
i e

(ω1xi)
(
ω2
ω1

)

≥ ( 1n
∑
i e

(ω1xi))(
ω2
ω1

). We finally get:

mmω2(x) =
log 1

n

∑
i e

(ω1xi)
(
ω2
ω1

)

ω2
≥ log( 1n

∑
i e

(ω1xi))(
ω2
ω1

)

ω2
=

(ω2

ω1
) log( 1n

∑
i e

(ω1xi))

ω2
=

log( 1n
∑
i e

(ω1xi))

ω1
= mmω1(x),

allowing us to conclude that mmω(x) is a non-decreasing function of ω.

4 DeepMellow

Now we present the theoretical basis of DeepMellow algorithm (alleviation of overestimation). Then we compare the
differences between DeepMellow and DQN in the next subsection.

4.1 Alleviation of Overestimation

Previous work [6] showed that standard Q-learning, which uses the max operator, suffers from an overestimation
problem: note that due to Jensen’s inequality and the convexity of max, E[max Q̂] ≥ maxE[Q̂] . Q-learning can
overestimate the target due to noise in the estimator Q̂. In practice, this gap can be quite large. We hypothesize that
using a separate target network keeps the target Q̂ constant for a while, and, in effect, removes the randomness from the
target. In this case, both sides of the above inequality will be the same quantity max Q̂.
By the same argument, and as a corollary of the convexity argument of Mellowmax (Claim 1), Q-learning with
Mellowmax also suffers from this overestimation problem. However, the magnitude of the overestimation is reduced
by lowering the temperature parameter ω, as we argue next. For this analysis, we assume that Q̂ is an unbiased
estimate of Q as assumed by previous work. We further assume that Q̂ values are uncorrelated. We wish to find the
following gap: bias

(
mmω(Q̂)

)
= E[mmω(Q̂)] −mmω(Q). Let’s begin with a second-order Taylor expansion of Mellow-

max as a good approximation for convex functions: mmω(y)−mmω(x) ≈ ∇mmω(x)
>(y−x)+(y−x)>∇2mmω(x)(y−x).

Replacing x and y with Q and Q̂, we get: mmω(Q̂)−mmω(Q) = ∇mmω(Q)>(Q̂−Q) + (Q̂−Q)>∇2mmω(Q)(Q̂−Q).

Taking expectations on both sides, we get: E[mmω(Q̂)−mmω(Q)] = E[mmω(Q̂)]−mmω(Q) = bias
(
mmω(Q̂)

)
.

Thus:
bias

(
mmω(Q̂)

)
= E[∇mmω(Q)>(Q̂−Q)] + E[(Q̂−Q)>∇2mmω(Q)(Q̂−Q)]

= ∇mmω(Q)>E[Q̂−Q] + E[(Q̂−Q)>∇2mmω(Q)(Q̂−Q)]

= E[(Q̂−Q)>∇2mmω(Q) =
∑

i

∂2mmω(Q)

∂(Qi)2
E[(Q̂i −Qi)2] =

∑

i

∂2mmω(Q)

∂(Qi)2
Var[Q̂i].

We make two observations about the bias quantity. First, the amount of bias relates to the variance of the estimator. If
the estimator Q̂ can perfectly estimate Q with one sample (no variance), then there will also be no bias. Second, note that

∂2mmω(Q)

∂(Qi)2
=
ωeωQi

∑
i e
ωQi − weωQieωQi

∑
i e
ωQi

∑
i e
ωQi

= ωx− ωx2 = ωx(1− x) where w > 0 and 0 < x < 1.

Here, x denotes eωQi/
∑
i ωQi. We see that the bias is always positive and monotonically increases with ω.
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Figure 1: DeepMellow and DQN results with no target network. (Left: Control Domains, Right: Atari Games) DeepMel-
low outperforms DQN in all domains, in the absence of target network.

4.2 DeepMellow vs DQN

The target network is just a copy of the action-value function that is updated on a delay, and it can serve as a stable target
between updates. We note that the analysis in the previous subsection provides an explanation for how a target network
improves Q-learning—keeping the target network fixed reduces the variance of estimator Q̂. As we showed above, the
variance of the estimator is connected to the amount of bias, so using a target network results in a bias reduction. Our
analysis suggests that the use of Mellowmax reduces overestimation bias, and thus reduces the need for a target network.

DeepMellow replaces the max operator in DQN with the Mellowmax operator, as in the framework of generalized MDPs
[3]. DeepMellow further differs from DQN, as it does not use a separate target action-value function Q̂, and thus does
not need to copy the action-value function every C steps. Therefore, to update action-value function, DeepMellow
performs gradient descent on {rj + γmmω

a′
Q(φj+1, a

′; θ) − Q(φj , aj ; θ)}2 , while DQN performs gradient descent on

{rj + γmax
a′
Q̂(φj+1, a

′; θ−)−Q(φj , aj ; θ)}2.

5 Experiments and Results

We tested our DeepMellow algorithm in two control domains (Acrobot, Lunar Lander) and two Atari game domains
(Breakout, Seaquest). We first compared DeepMellow and DQN in the absence of a target network. The results are
shown in the Figure 1. In Acrobot, DeepMellow achieves more stable learning than DQN—without a target network,
the learning curve of DQN goes upward fast, but soon starts fluctuating and fails to improve towards the end. By
contrast, DeepMellow (especially with temperature parameter ω = 1) succeeds. Similar results are observed in Lunar
Lander. DeepMellow (ω ∈ {1, 2}) achieves more stable learning and higher average returns than DQN without a target
network. We could observe similar trends in Atari games, too. In Breakout, DeepMellow (ω ∈ {3000, 5000}) showed
better performances than DQN without target network. In Seaquest, the performance gaps widened: DQN without
target network couldn’t learn, but DeepMellow (ω = 20) was able to learn stably without target network.

Next, to see if DeepMellow has an advantage over DQN with a target network, we compared the performance of the two
approaches, focusing on learning speed. As shown in Figure 2, DeepMellow learns faster than DQN in Lunar Lander,
Breakout, and Seaquest domains. In Acrobot (not shown), there was no significant difference because both algorithms
learned so quickly. In Lunar Lander domain, DeepMellow reaches a score of 0 at episode 517 on average, while DQN
reaches the same point around episode 561 on average. Similar results hold in Breakout; DeepMellow (ω = 3000) reaches
a score of 12 at timestep 101× 104, while DQN reaches it at 117× 104. In Seaquest, DeepMellow reaches to the scores of
400 at timestep 159× 104; DQN reaches to the same scores at timestep 212× 104.)

3

Paper # 226 239



Figure 2: Performances of DeepMellow (with no target network) and DQN (with a target network). DeepMellow has an
advantage over DQN in terms of learning speed (how fast it starts learning at the beginning phase of training).

6 Conclusion

We proposed a new algorithm, DeepMellow, that can learn stably without the use of a target network. DeepMellow
replaces the max operator in DQN with the Mellowmax operator. We showed new mathematical properties of the
Mellowmax operator (convexity, monotonic non-decrease, and mitigation of overestimation) and explained how we
can reduce the instability of deep Q-learning using Mellowmax. This increased stability reduces the need for a target
network, speeding up learning. Our empirical results show that DeepMellow achieves more stability and higher average
scores than DQN without target network. We also showed that DeepMellow without a target network has a learning
speed advantage over DQN with a target network.
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Abstract

Discovering efficient exploration strategies is a central challenge in reinforcement learning (RL), especially in the context
of sparse rewards environments. We postulate that to discover such strategies, an RL agent should be able to identify
surprising, and potentially useful, states where the agent encounters meaningful information that deviates from its prior
beliefs of the environment. Intuitively, this approach could be understood as leveraging a measure of an agent’s surprise
to guide exploration. To this end, we provide a straightforward mechanism by training a variational auto-encoder to
extract the latent structure of the task. Importantly, variational auto-encoders maintain a posterior distribution over
this latent structure. By measuring the difference between this distribution and the agent’s prior beliefs, we are able to
identify states which potentially hold meaningful information. Leveraging this as a measure of intrinsic motivation, we
empirically demonstrate that an agent can solve a series of challenging sparse reward, highly stochastic and partially
observable maze tasks.

Keywords: Intrinsic Motivation, Surprise, Exploration, State Encoding, Vari-
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1 Introduction

Reinforcement learning (RL) algorithms have achieved several recent accomplishments, especially by using non-linear
function approximators to solve high dimensional complex tasks. However, most RL algorithms rely on a well designed
reward functions to guide the behaviour of the agent. Hand-crafting such reward functions is complex and can some-
times lead to unexpected behaviour. In order to be deployed in real-world settings, RL agents will have to be able to
learn from sparse rewards environments. A key step towards scaling RL algorithms for unknown reward functions is
for the agent to naturally adapt its behaviour by learning a good exploration strategy.

Exploiting task structure is a key step towards learning efficient exploration strategies in RL. Recent approaches include
the discovery of bottleneck states [Goyal et al.2019] or learning a feature space [François-Lavet et al.2018]. Exploration
can also be formulated of as an agent’s internal drive towards learning more about the environment. This is often
defined as intrinsic motivation, or curiosity of the agent [Schmidhuber1991a, Oudeyer et al.2016]. Intrinsic motivation is
also an important concept in developmental psychology, where it is defined as the desire to pursue an activity for its
inherent satisfaction rather than for some external pressure or reward [Oudeyer and Kaplan2009]. Curiosity or intrinsic
motivation can therefore be thought of as a task agnostic exploration heuristic towards the goal of learning in an online
fashion based on the agent’s interactions with the environment.

In this work, we propose a formulation of intrinsic motivation based on the definition of Bayesian surprise
[Itti and Baldi2009]. The intuition behind this approach is that experiences which deviate from the agent’s prior be-
liefs about the world are surprising, and potentially useful for learning. In other words, the agent should be able to
identify the states which create important changes to its prior knowledge by measuring the difference between posterior
and prior distribution after visiting such states. We propose a framework to identify surprising or useful states in the
environment via latent representation learning, which we use as intrinsic motivation for solving sparse rewards and
partially observable maze tasks.

Our Contributions : We use a Variational Auto-Encoder (VAE) to project the state space into a probabilistic latent
representation that would represent the inherent structure of the environment. By using a VAE we naturally obtain a
measure of the agent’s surprise defined by how much the posterior distribution over the latent representation deviates
from its prior belief. This is measured in the form of a KL divergence KL(p(Z|S)||p(Z)) where p(Z) is the agent’s prior
distribution over the latent structure of the environment and p(Z|S) the posterior. We incentivize the agent to visit
surprising (and potentially useful) regions of the state space by providing this KL divergence as intrinsic motivation.

2 Preliminaries and Background

In this work we will consider the standard reinforcement learning setting which considers the environment as a Markov
Decision Process M, which is defined as a tuple =̇(S,A, γ, r, P ). S is the state set, A the action set, γ ∈ [0, 1) the
discount factor, r : S × A → Dist(R) the reward function and P : S × A → Dist(S) the transition probabil-
ity distribution. A policy π : S → Dist(A) specifies a way of behaving, and its value function is the expected
return obtained by following π: Vπ(s)=̇Eπ [

∑
t=0 γ

tr(St, At)|S0 = s]. Vπ satisfies the following Bellman equations:
Vπ(s) =

∑
a π (a|s) (r(s, a) + γ

∑
s′ P (s′|s, a)Vπ(s′)).

Curiosity as a form of intrinsic motivation has been argued to be a fundamental component for efficient learn-
ing [Friston et al.2006]. One of the ways to implement curiosity is by maintaining a forward dynamics model
of the environment and using its prediction error [Pathak et al.2017, Schmidhuber1991b] or prediction uncertainty
[Houthooft et al.2016] as intrinsic reward. These approaches encourage the agent to visit regions of the state space where
the dynamics of the environment are less well understood, therefore guiding exploration. However, their performance
tends to suffer in stochastic environments as it becomes harder to predict the consequences of the agent’s actions. An-
other direction [Ostrovski et al.2017] formulated an exploration bonus as a measure of novelty in terms of unseen states.
Such approaches have shown great potential but contain some strict requirements on the density model of the states,
such as it should be learning-positive. Other ways to improve exploration include the optimal rewards framework
[Singh et al.2010] where the authors propose that the optimal intrinsic reward is the one that would maximize the extrin-
sic reward. However, defining such optimal reward function is an open question. Our approach on the other hand aligns
with the Bayesian perspective on surprise [Itti and Baldi2009] which has been shown to be applicable across different
spatio-temporal scales and levels of abstractions.

3 Leveraging State Encoding for Intrinsic Motivation

3.1 Intrinsic motivation

In this work, we assume that the experiences S of an agent are generated by a random latent process defined through
the variable Z. This latent process can encode some structure or pattern present in the observed data. The goal of
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the agent would be to extract and learn this structure in order to come to a better understanding of the world it is
interacting with. However, to faithfully represent the latent factors of variation, an agent has to successfully explore the
environment. Therefore, the objective of extracting structure from the environment is deeply interlaced with the objective
of exploration. One way to attend to this challenge is by adding an intrinsic reward that would depend on the quality of
the model of the environment. On one hand, this intrinsic motivation would encourage the agent to gather unseen data
which would improve the model, while on the other hand guiding the agent to fully explore its environment.

We propose a measure of intrinsic motivation formulated as the distance between the posterior distribution over the
latent variable p(Z|S) after seeing new data S and the prior p(Z). A natural way to measure this distance is through the
KL divergence. Therefore, we can define the intrinsic reward at a state S as

rintrinsic(S) = KL
(
(p(Z|S)||p(Z)

)

Our measure of intrinsic reward is closely related to the definition of Bayesian surprise proposed by [Itti and Baldi2009].
In this work, the authors argue that the only rigorous definition of surprise is by measuring how data affects the beliefs of
an observer about the world. This measure of surprise is done by computing the difference between the prior distribution
p(M) of the observer, whereM represents the possible models of its environment, and posterior distribution p(M |D) after
observing data D. Our definition of intrinsic motivation can then be seen as an approximation to Bayesian surprise, with
the slight conceptual difference that the variable Z represents a latent encoding of the structure of the environment. This
difference will have an impact in our work as it directly guides our implementation.

3.2 Approach

It is usually impractical to infer exactly the posterior distribution p(Z|S) as it involves intractable integrals. We will
therefore choose to approximate this posterior by a variational distribution qφ(Z|S). A natural candidate to represent
this distribution is through a Variational Auto-Encoder (VAE). VAEs take the inputs S and project them into latent space
Z, which is usually of smaller dimensionality. This latent space is meant to capture factors of variation (patterns) within
the data. Importantly, a VAE minimizes the following loss:

L(θ, φ) = Eqφ(Z|S)
[
log pθ(S|Z)

]
−KL

(
qφ(Z|S)||p(Z)

)

where the first term is the reconstruction loss while the second term encourages the approximate posterior qφ(Z|S) to
stay close to the prior p(Z). In practice, the prior is chosen as a unit Gaussian to simplify the implementation. This also
our choice for the prior.

Algorithm 1: Training loop with intrinsic motivation for A2C.
for Episode=0,1,2,.... do

Initialize dataset D and insert s0 in D.
for t=0,1,2...T do

Take action at and observe next state st+1 and extrinsic reward rextrinsic(st+1)
Compute intrinsic reward: rintrinsic(st+1) = KL(qφ(z|st+1)||p(z))
Store tuple (st+1, at, rintrinsic(st+1), rextrinsic(st+1)) in D
if mod(t,N) then

Train the actor and critic on return Gt =
∑
t rextrinsic(st) + βKL(qφ(z|st)||p(z))

Train the VAE on the collected states s in D.
Initialize dataset D and insert st in D.

end
end

The overall loss function is a lower-bound to the likelihood of the data. This lower-bound is appealing as it explicitly
evaluates the KL divergence between posterior and prior distributions. It is therefore straightforward to leverage VAEs
for intrinsic motivation. To do so, we need to separately train a VAE on the stream of data an RL agent experiences. We
can then define the useful states, or states which contain a high degree of surprise, in places where the KL is high between
the posterior and the prior. This KL between the posterior and prior, whenever high, would encourage the agent to visit
that region of the state space when it is provided as intrinsic motivation. By doing so, the agent would efficiently explore
its environment and improve the quality of the VAE for encoding the hidden structure in the data.

We define the intrinsic motivation reward as rintrinsic(st) = KL(qφ(z|st)||p(z)) such that at every step, the agent gets a
total reward of rtotal(st) = rextrinsic(st) + βrintrinsic(st). We can therefore define policy gradient objectives based on the
cumulative discounted total return, which includes both the extrinsic and intrinsic task rewards. In our implementation,
we use will be using actor-critic to solve the task at hand. However, our definition of intrinsic motivation could be readily
used with any other policy gradient algorithm, as well as value-based algorithms. We provide a description of the overall
process in Algorithm 1.
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4 Experimental Results

We will perform experiments on multi-room maze tasks, which are partially observable and sparse reward tasks, as part
of the MiniGrid environment [Chevalier-Boisvert and Willems2018]. In these environments, the agent has to navigate a
number of rooms, by opening doors or by using a key, in order to get to the goal situated at the other end of the maze.
Due to the sparsity in rewards, these maze tasks are often hard to solve, hence requiring efficient exploration strategies.
The goal of our experiments is to show that our definition of intrinsic motivation can achieve efficient exploration. To
do so, we compare our implementation (VAE) to two baselines: a standard A2C agent and an A2C agent using the
prediction error of a model of the transition dynamics as intrinsic motivation (ICM) [Pathak et al.2017]. In Figure 1
we show empirical results on three domains: Multi-Room-N3S4, Multi-Room-N4S4 (where N represents the number of
rooms and S the size of the rooms) and Door-Key-8x8. We see that our approach, VAE, and the approach based on the
prediction error, ICM, both outperform significantly the A2C baseline. In the Multi-Room-N4S4 environment, we notice
that our approach outperforms ICM. Upon investigating the behaviour of the agent, we noticed that the KL divergence
was highest at key states such as hallways, in the sight of the door and near the goal. Therefore, we believe that one of
the reasons why our agent seems to perform better is due to a possible correlation between surprising states and useful
states in these particular environments.

Figure 1: Task Rewards on partially observable and sparse reward tasks from the MiniGrid environment. We see that our
approach, VAE, significantly outperforms both the approach based on the prediction error i.e. ICM, and the A2C baseline.

It is widely-known that intrinsic motivation based on the prediction error of a transition model is sensitive to the inherent
stochasticity of the environment [Burda et al.2018]. As such, we performed a series of experiments on the same task
but with different degrees of randomness and we show our results in Figure 2. We notice that as the stochasticity in
the environment is increased (from left to right), the prediction error of ICM becomes an unreliable source of intrinsic
rewards which in turn degrades the performance of the agent on the task. This highlights an important difference with
our approach: the agent is not trying to predict the consequences of its actions, as sometimes they can be very complex,
but instead tries to encode the structure present in the stream of observations. This provides a efficient intrinsic signal
that can guide the agent even when the environment becomes less predictable.

(a) (b) (c) (d)

Figure 2: Task Rewards for different degrees of environmental stochasticity: As the stochasticity in the environment
is increased from (a) to (d), the prediction error of ICM becomes an unreliable source of intrinsic rewards which in turn
degrades the performance of the agent on the task. On the contrary, our approach VAE shows consistency and is robust
to stochasticity in the environment.

5 Discussion and Future Work

In this work, we presented an interestingly simple approach towards intrinsic motivation inspired by the definition of
Bayesian surprise. We emphasize that our approach is readily extendable towards existing RL frameworks as it requires
little overhead. In contrast to several existing works which use prediction error of a transition dynamics model as intrinsic
motivation, our approach does not suffer much from an increase in the environment’s stochasticity.
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A possible improvement to the current framework would be to use a model of the environment that better reflect its
latent structure. As it has been noted in [Ha and Schmidhuber2018], variational auto-encoders tend to encode details
about the observations that are not always meaningful. To overcome this issue, we could use multiple losses to refine the
latent representation [François-Lavet et al.2018].

The key to our approach is to provide intrinsic motivation that is only dependant on the latent structure of the environ-
ment. This means that, irrespective of a dense or sparse reward environments, we can provide an exploration bonus
defined by the agent’s measure of Bayesian surprise, without requiring the agent to know the task-dependent goal in-
formation. This is an interesting step towards transfer learning, where even if the task reward changes or the transition
dynamics change, the agent can use the learnt state encoding representation as intrinsic motivation in new tasks. In
future work, we aim to evaluate the usefulness of our proposed method on transfer learning tasks where we would
provide an exploration bonus in new tasks with the same learnt variational encoder.
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Abstract

Humans have a remarkable ability to both generalize known actions to novel objects, and reason about novel objects
once their relationship to known objects is understood. For example, on being told a novel object (e.g. ’bees’) is to be
avoided, we readily apply our prior experience avoiding known objects without needing to experience a sting. Deep
Reinforcement Learning (RL) has achieved many remarkable successes in recent years including results with Atari [3]
games and Go [2] that have matched or exceeded human performance. While a human playing Atari games can, with
a few sentences of natural language instruction, quickly reach a decent level of performance, modern end-to-end deep
reinforcement learning methods still require millions of frames of experience. Past studies have hypothesized a role for
prior knowledge in addressing this gap between human performance and Deep RL [5]. However, scalable approaches
for combining prior or instructional knowledge with deep reinforcement learning have remained elusive.

We introduce a graph convolution based reinforcement learning architecture (Graph-DQN) for combining prior informa-
tion, structured as a knowledge graph, with the visual scene, and demonstrate that this approach is able to generalize to
novel objects whereas the baseline algorithms fail. Ablation experiments show that the agents apply learned self-object
relationships to novel objects at test time. In both a Warehouse game and the more complex Pacman environment, Graph-
DQN is also more sample efficient, reaching the same performance in 5-10x fewer episodes compared to the baseline.
Once the Graph-DQN is trained, we can manipulate agent behavior by modifying the knowledge graph in semantically
meaningful ways. These results suggest that Graph-DQNs provide a framework for agents to reason over structured
knowledge graphs while still leveraging gradient based learning approaches.
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1 Graph-DQN

In deep learning based RL agents such as Deep Q-Networks (DQN), the input state is a 2-D feature map representing the
game world as either RGB pixels, or as a symbolic environment. In this paper, we design Graph-DQNs for symbolic grid
worlds. Our model combines a provided prior knowledge graph with the symbolic environment, and leverages graph
convolutions to reason over entities in both the knowledge graph and the game state.

1.1 Knowledge Graph

The knowledge graph K = (V, E) is a directed graph provided as vertices for each symbol in the environment (for
subjects and objects), V = {vA, vb, vB , v+, . . .} initially encoded as one-hot vectors of length |V|, and edge features E =
{eAb, eAB , eA+, . . .}. The edge features (for relations) are represented as one-hot vectors. The connectivity of the graph,
as well as the edge features are designed to reflect the structure of the environment. During training, the knowledge
graph’s structure and features are fixed. Importantly, while we provide the one-hot encoded representation of the edge
relationships, the Graph-DQN must learn to ground the meaning of this representation in terms of rewarding actions
during training. I

1.2 Graph DQN model

The first component of our graph DQN model performs K → S ′ and infuses the knowledge graph into the game state as
follows:

K → GraphConv→ GraphConv→ K′ → Broadcast(S,K′)→ S ′ (1)

The features of the nodes in the knowledge graphK are enriched through the use of edge-conditioned graph convolution
[7]. The enriched graph K′ are then Broadcast into the state S by copying the node features into the locations in S of
the corresponding symbols, producing a game state S’.

The second component transfers information from S ′ → K with:

(S ′,K′)→ KGConv→ S ′′ → Pooling→ K → GraphConv→ GraphConv→ K′′′ (2)

Here we apply a joint convolution over both S’ and K’ computed in the first component. The result is then pooled into
the knowledge graph by averaging over all the features from the state corresponding to the symbol location. We then
apply two layers of graph convolution to produce the updated knowledge graph representation K′′′.

Finally, the network predicts the Q-value by

(S ′′′,K′′′)→ KGConv→ Dense(50)→ Dense(4) (3)

Through end to end training, the network learns to reason over both the knowledge graph and the state representations,
and uses Pooling, Broadcast, and KGConv to communicate between the two representation types. As shown in the
experiments below, the model learned to ground the knowledge graph representation in terms of actions, and used this
representation during the test phase when it encountered novel objects connected with known relationships to entities
in the knowledge graph.

2 Experiments

Previous environments measured generalization to more difficult levels [1], modified environment dynamics [6], or dif-
ferent solution paths [9]. These environments, however, do not introduce new objects at test time. To quantify the
generalization ability of Graph-DQN to unseen objects, we needed a symbolic game with the ability to increment the
difficulty in terms of the number of new objects and relationships. Therefore, we introduce a new Warehouse environ-
ment, where the agent pushed balls into the corresponding bucket, and new ball and bucket objects and their pairing
are provided at test time. We also benchmarked our model and the baseline DQN algorithm on a symbolic version of
Pacman1.

1http://ai.berkeley.edu/project_overview.html
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Table 1: Experiment variations for the Warehouse environment. The agent is rewarded for pushing the ball into the
correct bucket. For each type, we list the rewarded ball-bucket pairs in the training and test games. Note that the
test games only include ball types not seen in the training games. Sets denote rewarded combinations. For example,
{b, c} → B means b→ B and c→ B are rewarded.

Name Training Pairs Test Pairs
one-one b→ B c→ B
two-one {b, c} → B d→ B
five-two {b, c, d, e, f} → B {g, h} → B
buckets b → B, c → C ,

d → D , e → E ,
f → F

g → G , h → H
, i → I , j → J ,
k → K

buckets-
repeat

{b, c, d} → B ,
{e, f, g} → C, . . . ,
{n, o, p} → F

{q, r, s} → G,
{t, u, v} → H ,
. . . , {6, 7, 8} → K

2.1 Warehouse

The warehouse environment is implemented using the pycolab environment [8]. The environment consists of a 10 × 10
grid, where the agent is rewarded for pushing balls into their matching buckets. The set of rewarded ball-bucket pairs
varies, and in the test games the agent sees balls or buckets not seen during training. For the variations, see Table 1.
Lower case alphanumeric characters refer to balls, and upper case as buckets. We increasingly vary the difficulty of the
environment by the number of ball-bucket pairs, the complexity of the grouping, and the number of unseen objects. The
buckets-repeat is a challenging environment, with complex relationships in the test environment. The agent is identified
as the A symbol, and the walls with +.

2.2 Symbolic Pacman

We test the agents on the smallGrid, mediumGrid, mediumClassic, and capsuleClassic environments from the text-based
Pacman implementation. The environments differed in the size of the map as well as the numbers of ghosts, coins, and
capsules present. We used random ghosts (as opposed to ghosts seeking out the agent).

2.3 Knowledge graph construction

For both environments, we add all entities to the knowledge graph with the exception of blank spaces. We then add edges
between objects to reflect relationships present in the game structure. Each entity or edge type is assigned a unique one-
hot vector; note however that edges between two pairs of entities may have the same edge type if they are connected
with a similar relationship.

3 Results

We compared our Graph-DQN model with the baseline DQN in the Warehouse and Pacman environments. In addition,
we compared the performance of different knowledge graph architectures during training. We also demonstrated the
ability to manipulate agent behavior by changing the knowledge graph at test time.

3.1 Warehouse

In the Warehouse environment, the Graph-DQN model was more sample efficient during training than the baseline
Conv-DQN algorithm, as shown in Figure 1. For example, in the one-one environment, our model required approxi-
mately 8x fewer samples to reach the solution in the training environment (compare blue and green curves in the top
row). In addition, in more complex environments with an increased number of possible objects and ball-bucket pair-
ings, the baseline Conv-DQN required increasingly more samples to solve, whereas the Graph-DQN solved in the same
number of samples.

We tested zero-shot transfer learning by placing the trained agents in environments with objects unseen during training.
The Graph-DQN is able to leverage the knowledge graph to generalize, solving in > 80% of the test environments (see
Figure 1, bottom row). The baseline DQN failed completely to generalize to these environments. Additional control
experiments ruled out confounding factors.

2

Paper # 47 248



Figure 1: Warehouse results. For the environments described in Table 1 (columns), performance of the baseline DQN
(green), our proposed Graph-DQN (blue), and a variant of Graph-DQN with edges removed (orange) over the number
of training episodes. The top row represents the success rate (fraction of environments completed within 100 steps) in the
training environments, and bottom row measures success rate on the test environments. Bold lines are the mean success
rate over n = 10 runs, and shaded area denotes the standard error. A moving average of t = 100 episodes was applied.
The Graph-DQN model is more sample efficient during training, and also generalizes to test environments.

3.2 Pacman

We compare Graph-DQN to the baseline Conv-DQN on four symbolic Pacman environemnts (Figure 2). The Graph DQN
converges significantly faster to a performing control policy than the convolution-based DQN on all four environments.

Figure 2: Pacman results. Performance of the baseline Conv-DQN (green) and GraphDQN (blue) agent on several sym-
bolic Pacman environments (smallGrid, mediumGrid, mediumClassic, and capsuleClassic). Bold lines are the mean,
with the individual n = 3 repetitions indicated by the lighter colors. The symbols are: % - wall, P - player, G - ghost, H -
scared ghost, . - coin, o - capsule.

3.3 What do the agents learn?

To understand how the agents are interpreting the edge relations between objects, we observed the behavior of a trained
agent running in an environment while manipulating the knowledge graph (Figure 3). For simplicity consider the one-
one environment, with one bucket pair (b → B) during training and one pair (c → B) during testing. A successful
behavior is shown in Figure 3a. When we removed b → B, the agent still pushes the ball, but does not know where to
push the ball towards, suggesting that the agent has learned to ground the feature ebB = 2 as ’goal’ or ’fills’. We swapped
the edge features of A → B and A → b, and the agent attempts to push the bucket into the ball. The knowledge graph
could also be manipulated such the agent pushes a ball into another ball. These studies show that the agent learned the
’push’ and ’fills’ relation and is able to apply these actions to objects it has never pushed before.
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Table 2: Manipulating Pacman behavior. Behavior and score of the Graph-DQN agent on the mediumClassic map when
various edges are removed or features substituted. Reward is shown as mean± standard error over n = 100 repetitions.

Variation Reward Behavior
Base 1169± 39 Default behavior
Remove Ghost→Player edge −170± 27 No clear interpretation
Set Ghost→Player to Player→Coin feature −78± 38 Does not avoid ghosts
Remove Player→Scared Ghost edge 558± 25 Does not chase scared ghosts
Remove Ghost→Scared Ghost edge 1161± 29 No effect
Remove Player→Coin edge −376± 20 Pacman moves randomly
Remove Player→Capsule edge 323± 37 Does not eat the capsule
Remove Player→Wall edge −339± 21 Runs into the nearest wall
Remove Ghost→Wall edge 267± 33 No clear interpretation
Remove Scared Ghost→Wall edge 530± 28 Does not chase scared ghosts

Similarly, in Pacman, if we remove the Player→Scared Ghost edge, the agent no longer chases the scared ghosts
(Table 2). Without an edge to the capsule, the agent no longer eats the capsule. The agent can also be manipulated to not
avoid ghosts by changing the Ghost→Player feature to the Player→Coin edge relation.

Figure 3: Manipulating Trained Agents in Warehouse. We used agents trained on the base knowledge graph (a), and
manipulated their behavior at runtime by changing the input knowledge graph.

Conclusion: The field has long debated the importance of reasoning with symbols (that may incorporate prior knowl-
edge) and its compatibility with gradient based learning. The Graph-DQN architecture provides one framework to
bridge these seemingly disparate approaches [4].
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Abstract  
Evaluating stimuli along a positive–negative dimension is a fundamental computation performed by the 
human mind. In recent decades, research has documented both dissociations and associations between ex-
plicit (self-reported) and implicit (indirectly measured) forms of evaluations. Together, these two forms of 
evaluation are central to organizing social cognition and drive behavior in intergroup relations, consumer 
choice, psychopathology, and close relationships. However, it is unclear whether explicit–implicit dissocia-
tions arise from relatively more superficial differences in measurement techniques or from deeper differ-
ences in the processes by which explicit and implicit evaluations are acquired and represented. The current 
project (total sample size: N = 2,354) relies on the computationally well-specified distinction between model-
based and model-free reinforcement learning to investigate the unique and shared aspects of explicit and 
implicit evaluations. Study 1 used a revaluation procedure to reveal that whereas explicit evaluations of 
novel targets are updated via both model-free and model-based processes, implicit evaluations depend on 
the former but are impervious to the latter. Studies 2–3 demonstrated the robustness of this effect to (a) the 
number of stimulus exposures in the revaluation phase and (b) the deterministic vs. probabilistic nature of 
initial reinforcement. These findings provide a novel framework, going beyond traditional dual-process and 
single-process accounts, to highlight the context-sensitivity and long-term recalcitrance of implicit evalua-
tions as well as variations in their relationship with their explicit counterparts. These results also suggest 
novel avenues for designing theoretically guided interventions to produce change in implicit evaluations. 
Keywords:  human cognition, Implicit Association Test, implicit evaluations, model-free vs. model-based 
learning, social cognition 
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1 Background 

Evaluations of entities along a positive–negative continuum (e.g., “I prefer Federer to Nadal”), also referred 
to as attitudes, are central to structuring affect, behavior, and cognition in humans. After decades of work 
relying on self-report measures to index such evaluations, social cognition research since the 1980s has been 
guided by the recognition that evaluations can also be activated automatically upon encountering a stimu-
lus (1). These automatically activated evaluative representations (implicit attitudes) are measured using re-
sponse interference tasks (e.g., 2). Specifically, on the Implicit Association Test (IAT) used in the present 
studies, implicit evaluations of two targets (e.g., Federer vs. Nadal) are inferred from the speed and accura-
cy of sorting stimuli representing each category together with positive words (e.g., “love” and “sunshine”) 
vs. negative words (e.g., “hate” and “vomit”). By contrast, explicit attitudes are measured by self-report. 
Dominant dual-process theories posit that, beyond differences in measurement, explicit and implicit evalua-
tions also differ from each other in more profound ways. Crucially, explicit and implicit evaluations are hy-
pothesized to originate from fundamentally different learning processes. Specifically, the learning processes 
giving rise to explicit evaluations are assumed to be flexible and rule-governed and to rely on propositional 
information, whereas the learning processes giving rise to implicit evaluations are assumed to be slow and 
gradual and to rely on associative regularities encountered in the environment (3). 
Although this dual-process perspective on evaluative learning has inspired much work on the acquisition 
and change of explicit and implicit evaluations, it suffers from some notable shortcomings. First, in opposi-
tion to the theory, it has been repeatedly demonstrated that implicit evaluations can be flexibly updated via 
purely verbal instructions (4). Such findings have prompted some to abandon a dual-process perspective on 
evaluative learning and to replace it with a model of evaluative learning that relies on a single propositional 
process (4). Second, dual-process theories of evaluation are difficult to falsify and the same applies to single-
process alternatives. For instance, whether learning is quick or slow is a matter of judgment and, as such, 
researchers with different theoretical commitments may make widely divergent inferences from the same 
data. Third, implicit evaluations exhibit a host of characteristics that are not accounted for by dual-process 
or single-process theories. For instance, implicit evaluations have been shown to be context-specific and sit-
uationally malleable (5). Fourth, under dual-process theories, explicit and implicit evaluations emerge from 
different learning processes and, as such, convergence between the two is unexpected. By contrast, under 
single-process theories, explicit and implicit evaluations emerge from the same learning process and, as 
such, they should always converge. In fact, the majority of empirical data fall between these two extremes: 
Explicit and implicit evaluations are typically correlated with each other but are rarely redundant (6). 

2 The present project 

Given these shortcomings of existing dual-process and single-process theories, the present project investi-
gated, for the first time, whether (a) implicit evaluations, as measured using the Implicit Association Test 
(IAT) (2) are responsive to reinforcement learning, and (b) implicit and explicit evaluations are differentially 
responsive to model-free versus model-based processes (7). As such, our aim is to provide a new and com-
putationally precise general framework in which the acquisition and change of implicit and explicit evalua-
tions can be understood. 
Although model-free and model-based algorithms solve the same reinforcement learning problem, they dif-
fer from each other both in the way they learn and the kind of information that they are able to represent (7). 
Model-free algorithms are experience-based and computationally cheap, and create a highly compressed 
representation of the past history of rewards. By contrast, model-based algorithms rely on a causal model of 
the environment over which mental simulations can be performed. As such, they are computationally ex-
pensive and considerably more flexible than model-free algorithms. Human learners have been shown to 
rely on both model-free and model-based strategies (8). Under some conditions, model-free and model-
based learning can converge on the same behavioral output. However, the results of model-free and model-
based learning can diverge when the environment changes in such a way as to modify the motivational rel-
evance of a known stimulus. Specifically, a paradigm commonly referred to as reward revaluation has often 
been used to discern whether humans rely on model-free or model-based learning (8). Here we used this 
paradigm for the first time to probe the updating of implicit (i.e., indirectly revealed) evaluations. 
The present studies (total sample size: N = 2,354) consisted of a learning phase and a test phase. In the learning 
phase, participants interacted with two novel groups (Laapians vs. Niffians) and received rewards (positive 
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points) or punishments (negative points) as a result of their choice behavior. In the test phase, they complet-
ed measures of explicit evaluation and implicit evaluation (2) of the Laapian and Niffian targets. 
Crucially, for the learning phase of the experiment, participants were assigned to one of five between-
subjects conditions (see Figure 1). In the control (Study 1) and baseline learning conditions (Studies 1–3), 
the learning phase consisted of a single part, whereas in the reward revaluation (Studies 1–3), transition 
revaluation (Study 1), and relearning conditions (Study 1), the learning phase consisted of two parts. 

 
In the first part of the learning phase, participants completed learning trials on which they made a choice 
between a Laapian and a Niffian target. Depending on their choice, they were then exposed to a second-
stage stimulus (vertical or horizontal bar), followed by a positive or negative outcome (+5 or -5 points). Par-
ticipants were instructed to maximize wins. The relationship between first-stage and second-stage stimuli 
was deterministic (e.g., Laapians were always followed by horizontal bars and Niffians by vertical bars). In 
the control condition (Study 1), second-stage stimuli were randomly followed by wins or losses, thus 
providing a measure of relative preference at baseline. In all four remaining conditions of Studies 1–2, the 
transition between second-stage stimuli and rewards was deterministic, whereas in Study 3 it was probabil-
istic, with one second-stage stimulus followed by wins 75 percent of the time and the other second-stage 
stimulus followed by losses 75 percent of the time. 
In the reward revaluation, transition revaluation, and relearning conditions, the first part of the learning 
phase was followed by a second part. In the reward revaluation conditions, the transition between second-
stage stimuli and rewards was reversed compared to the first part of the learning phase (without partici-
pants making choices between first-stage stimuli). In the transition revaluation condition, the transition 
between first-stage and second-stage stimuli was reversed compared to the learning phase (without partici-
pants making any choices). The relearning condition was similar to the reward revaluation condition in 
that the transition between second-stage stimuli and rewards was reversed; however, participants experi-
enced the full transition structure from first-stage stimuli to second-stage stimuli to rewards based on their 
choices between Laapian and Niffian targets. 
As such, the control condition (Study 1) indexes explicit and implicit evaluations without any meaningful 
learning. The baseline learning condition (compared to the control condition; Study 1) probes whether ex-
plicit and implicit evaluations are updated in the face of valenced feedback involving novel stimuli. Crucial-
ly, the reward revaluation and transition revaluation conditions (compared to the baseline learning condi-
tion; Study 1) test whether explicit and implicit evaluations are (differentially) reflective of revaluation (i.e., 
model-based learning). Studies 2 and 3 investigate the same issue by asking whether reward revaluation 
shifts explicit and implicit attitudes when (a) the revaluation phase involves twice as many trials as the base-

Figure 1. Overview of the learning procedure (Studies 1–3). The number of trials is 
noted after the name of the condition. A hand symbol indicates a choice made by 
the participant. The assignment of first-stage stimuli to second-stage stimuli as well 
as the assignment of second-stage stimuli to positive and negative outcomes was 
counterbalanced. Transitions between first-stage stimuli (Laapians vs. Niffians), 
second-stage stimuli (horizontal vs. vertical bars), and outcomes (wins vs. losses) 
were deterministic, with the exception of the control condition in Study 1 where 
second-stage stimuli were randomly followed by wins or losses, and Study 3 where 
initial learning in both conditions was probabilistic. 
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line learning phase (Study 2) and (b) initial reinforcement is probabilistic rather than deterministic (Study 3). 
Finally, to the extent that implicit evaluations do not show updating in the revaluation conditions, the re-
learning condition (compared to the baseline learning condition; Study 1) can be used to establish whether 
implicit evaluations, once in place, do not respond to any kind of new information, or they are specifically 
impervious to model-based, but not model-free, updating. 

3 Results 

3.1 Explicit evaluations 

Results using explicit measures of evaluation replicated well-established results regarding the sensitivity of 
such evaluations to both model-free and model-based learning (8). In Study 1, baseline learning shifted ex-
plicit evaluations compared to control, t(548.86) = 9.88, P < 0.0001, BF10 = 3.40 × 1018. Similarly, reward reval-
uation shifted explicit evaluations compared to the baseline learning condition, t(474.09) = 14.49, P < 0.0001, 
BF10 = 5.89 × 1038. The same result was observed for transition revaluation, t(502.54) = 10.44, P < 0.0001, BF10 = 
5.06 × 1020. Finally, the relearning condition was also found to shift explicit evaluations, t(793.91) = 24.55, P < 
0.0001, BF10 = 1.62 × 1085. In Study 2, explicit evaluations shifted significantly as a result of revaluation in both 
the revaluation 20 condition, t(124.17) = 8.31, P < 0.0001, BF10 = 2.04 × 1012, and in the revaluation 40 condi-
tion, t(115.47) = 7.42, P < 0.0001, BF10 = 1.44 × 1010, thus replicating the results of Study 1. In Study 3, explicit 
evaluations were again found to shift significantly as a result of reward revaluation, although the evidence 
in favor of change was weaker than in Studies 1 and 2, t(351.96) = 2.16, P = 0.031, BF10 = 1.10. 

3.2 Implicit evaluations 

Implicit evaluations, like explicit evaluations, were sensitive to reinforcement learning, as shown by a sig-
nificant difference between the control and baseline learning conditions, t(565.06) = 4.35, P < 0.0001, BF10 = 
9.11 × 102. Unlike with explicit measures, the crucial comparison between the baseline learning and reward 
revaluation conditions provided evidence in favor of the null hypothesis, t(569.05) = 1.06, P = 0.287, BF01 = 
6.22, suggesting that implicit evaluations are impervious to model-based updating. Moreover, we found on-
ly weak evidence that the transition revaluation condition may have differed from the baseline learning 
condition, t(591.29) = 2.47, P = 0.013, BF10 = 1.85. However, this small difference does not necessarily indicate 
the use of model-based learning: Given that it had been paired with reward, the second-stage stimulus 
could have served as a reinforcer (akin to second-order conditioning). Finally, given that no updating was 
found in the reward revaluation condition, a comparison involving the baseline learning and relearning 
conditions can be used to establish whether implicit evaluations are (a) generally impervious to updating or 
(b) more specifically impervious to model-based, but not model-free, updating. The baseline learning and 
relearning conditions were found to significantly differ from each other, t(649.58) = 6.04, P < 0.0001, BF10 = 
2.40 × 106, suggesting that already established implicit evaluations can be effectively updated provided that 
such updating can be performed via model-free mechanisms. 
Replicating the results of Study 1, implicit evaluations were found to be impervious to reward revaluation 
in both Study 2 and Study 3. Specifically, Study 2 provided evidence in favor of the null hypothesis when 
the number of trials was the same across the first and second parts of the learning phase (baseline learning 
vs. revaluation 20 conditions), t(154.74) = -0.87, P = 0.381, BF01 = 4.19. A similar result was obtained in the 
revaluation 40 condition where the number of revaluation trials was double the number of the initial learn-
ing trials, t(152.71) = -0.51, P = 0.612, BF01 = 5.28. Implicit evaluations also remained insensitive to reward 
revaluation in Study 3, demonstrating that their insensitivity to model-based learning does not depend on 
the deterministic vs. probabilistic nature of initial reinforcement, t(366.99) = 0.32, P = 0.747, BF01 = 8.26. 

4 Discussion 

The novel contribution of the present project is twofold. First, we have shown that implicit (automatically 
and indirectly revealed) evaluations of stimuli, like their explicit (self-reported) counterparts, are amenable 
to updating as a result of reinforcement learning, i.e., experience with the positive and negative outcomes of 
actions involving those stimuli. Second, we have demonstrated both a commonality and a difference in the 
computations underpinning the updating of explicit vs. implicit evaluations via reinforcement learning: Just 
like explicit evaluations, implicit evaluations were found to be responsive to model-free processes. Howev-
er, unlike their explicit counterparts, implicit evaluations were insensitive to model-based learning. 
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This perspective readily explains the hitherto puzzling finding that whereas certain interventions can suc-
cessfully shift implicit evaluations, others seem to be completely ineffective. Specifically, out of 17 interven-
tions implemented in a recent large-scale collaboration (9), only eight shifted implicit evaluations of African 
Americans toward neutrality, while nine produced no change. Five of the eight effective interventions re-
quired no model of the environment, whereas three required a model of the simplest possible form 
[P(positive | African American) = P(negative | White American) = 1]. By contrast, all but one ineffective 
interventions involved a complex causal model of the environment (e.g., a model of another persons’ mind, 
a model of a positive encounter with an outgroup member, or a model of racial injustice). The one remain-
ing unsuccessful intervention required no model; however, it involved both rewards and punishments fol-
lowing both White American and African American targets and, as such, should not produce learning. 
Although the present studies created a pattern of dissociation between explicit and implicit evaluations, it 
should be noted that a reinforcement learning perspective, unlike a traditional dual-process view (3), does 
not make an unqualified prediction of explicit–implicit dissociations, for multiple reasons. First, in many 
situations, including the baseline learning condition of the present studies, model-free and model-based al-
gorithms converge on the same value representation. Second, as demonstrated by the present studies, ex-
plicit and implicit evaluations can both be updated by model-free processes. This shared learning process 
should generally lead to some degree of association between explicit and implicit evaluations. Third, recent 
research has shown that model-free and model-based learning need not be antagonistic: On the contrary, a 
model of the environment can be used to modulate model-free value representations via simulated experi-
ence (10). Future work may test this idea in the context of implicit evaluations by imposing a delay between 
the revaluation and test phases of the experiment. 
Moreover, model-free learning is inherently state-dependent, which may account for the highly contextual-
ized nature of implicit evaluations (5) as well as their resistance to long-term change. By mapping out the 
space of relevant states and providing model-free training across a large number of them, change in implicit 
evaluations may become more robust, enduring, and generalizable. 
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Abstract

We compare the performance of non-human primates and deep reinforcement learning agents in a virtual pursuit-
avoidance task, as part of an effort to understand the role that cognitive control plays in the deeply evolved skill of
chase and escape behavior. Here we train two agents, a deep Q network and an actor-critic model, on a video game in
which the player must capture a prey while avoiding a predator. A previously trained rhesus macaque performed well
on this task, and in a manner that obeyed basic principles of Newtonian physics. We sought to compare the principles
learned by artificial agents with those followed by the animal, as determined by the ability of one to predict the other.
Our findings suggest that the agents learn primarily 1st order physics of motion, while the animal exhibited abilities con-
sistent with the 2nd order physics of motion. We identify scenarios in which the actions taken by the animal and agents
were consistent as well as ones in which they differed, including some surprising strategies exhibited by the agents.
Finally, we remark on how the differences between how the agents and the macaque learn the task may affect their peak
performance as well as their ability to generalize to other tasks.

Keywords: deep reinforcement learning, pursuit tasks, motion prediction
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1 Introduction and background

There is mounting interest in comparing the performance of artificial agents with natural agents in complex task domains.
While in some domains, artificial agents have been successful in outperforming humans (1–3), there are other domains
in which they still fail to do so (4). On the one hand, the systematic comparison of artificial and natural agents can help
identify weaknesses in state-of-the-art artificial intelligence (AI) and, on the other hand, it can help to better understand
the cognitive processes, and underlying neural mechanisms responsible for the behavior of natural agents, including
humans. However, comparisons between artificial and natural agents are often limited to crude behavioral measures,
such as overall task performance, and are constrained by a lack of experimental control over the task environment.

Here, we compare the performance of two deep reinforcement learning (RL) agents and a rhesus macaque in a pursuit
avoidance task that is complex enough to challenge to state-of-the art reinforcement learning models but simple enough
to train non-human primates to high levels of performance. In this paradigm, the agent (used henceforth to refer to both
the non-human primates and deep RL agents) is faced with continuous decisions about where to move based on the
position of a predator that the agent must avoid and the position of a prey that the agent must catch to be rewarded.
The prey and predator follow cost-driven movement policies that involve repulsion from and attraction to the agent,
respectively. These highly interactive dynamics, paired with sparse rewards and punishments contingent on avoiding
the predator and catching the prey, present a significant challenge to reinforcement learning models. Here we train a
deep Q-learning network, as well as a deep actor-critic model to perform this task, and compare the two artificial agents
against the non-human primates with respect to (a) overall performance on task, (b) learning dynamics, (c) behavioral
strategies as a function of prey and predator position, and (d) the complexity of the internal model of the task that is
reflected in the agent’s decision-making behavior. We discuss implications of this analysis for the development of future
artificial agents, as well as for understanding the latent cognitive variables underlying decision-making processes in
non-human primates.

2 Methods

2.1 Virtual pursuit-avoidance task design

We designed the virtual pursuit-avoidance task based on an existing visual experimental design (5). In this design, the
agent controls the position of an avatar (yellow circle in Fig. 1). The game determines the predator and prey’s next
positions at each step according to attraction and repulsion force functions, along with a cost contour map over the
pixel field (1920 by 1080 pixels). The field cost is higher along the perimeter to mitigate cornering tactics. The color of
the predator and prey objects encodes their maximum speed. The agent is always yellow. Unless otherwise stated, the
starting points of the objects and their colors are randomized trial-by-trial, with a minimum starting distance to the agent
of 400 pixels.

Figure 1: The visual environment. The agent (yellow circle), predator (red triangle), and prey
(green square) are shown.

The macaque interacted with the environment through a joystick providing proportional inputs in two dimensions (−1 ≤
x, y ≤ 1). The deep RL agents interacted through an environment API. The API provides an (observation, reward,
done) tuple each trial step and accepts an action vector. The observation consisted of the color values and x-y coordinates
of the agent, predator, and prey. Steps were assigned a small penalty, predators a large penalty, preys a large reward,
and timeouts (max steps reached) a medium penalty. The action vector was agent-dependent (see below). The original
environment was implemented in Matlab using Psychtoolbox (6) as an interactive simulation with joystick-driven input.
We implemented a new environment in Python using PsychoPy (7) for training the RL agents. The agent interface
conforms to the de facto standard defined by the OpenAI Gym project (8).

2.2 Macaque training and evaluation

A male adult Macaca mulatta (8 year old) was trained using a multi-stage curriculum. The goal was to learn the following
in sequence: 1) touching the joystick produces reward; 2) moving the joystick controls the position of a circle (agent’s

1
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avatar) on the screen; 3) overlap of the circle and a square (prey) on the screen provides a reward; 4) objects move; 5)
color indicates the amount of reward as well as maximum speed of the prey; 6) a triangle (predator) will pursue the circle
and overlap results in a penalty.

2.3 Deep reinforcement learning agents

The deep Q network implemented Q-learning, a form of off-policy temporal-difference learning that estimates an action-
value function through iterative updates. This function estimates the expected value of all future rewards for a given
state and action (Eqn. 1).

Q∗(s, a) = Es′∼E
[
r + γmax

a′
Q∗(s′, a′)

∣∣∣s, a
]

(1)

Given the size of the state space, this function was approximated using a fully-connected deep neural network (1).
The model performed online RL using two copies of the same network - the policy network and the target network.
In our ”double DQN” (9), the policy network updated the action-value function as it replayed prioritized experiences
from memory. Periodically its parameters were loaded into the target network, which took action in the environment.
Replay was prioritized by the magnitude of an experience’s TD error (10). Epsilon greedy exploration was used in the
bootstrapping process. A short sequence of observations were ”stacked” to provide the input state to the network. The
network output was a 1-hot state vector of 9 possible actions (cardinal and sub-cardinal directions and none). We used
our own Python implementation.

Soft Actor-Critic (SAC) (11) is an off-policy actor-critic agent that simultaneously maximizes expected return and policy
entropy:

π∗ = argmax
π

∑

t

E(st,at)∼ρπ [r(st, at) + αH(π(·|st))], (2)

SAC automatically uses approximating dual gradient descent to tune the parameter α that determines the importance of
entropy. The critic part of SAC uses the minimum of two soft Q function approximators to counter positive bias when
computing gradients. It also uses a target soft Q function and a replay pool, like DQN. SAC outputs continuous [-1, 1]
actions, emulating joystick input. We used the Rlkit implementation of the agent (12).

2.4 Deep RL agent training and evaluation

The deep RL agents were trained on randomly-initialized episodes. The agents executed until one of the termination
conditions - catch, caught, or maximum steps - was encountered. The agents were trained using backpropagation until
catch performance stopped improving, somewhere between 6,000 and 10,000 episodes. DQN used epsilon greedy ex-
ploration, starting at 1.0 and ending at 0.25; epsilon was 0 for evaluation. SAC, which targets maximum entropy for its
policy, does not inject explicit exploration noise; instead, it uses the mean action.

DQN used a frame skipping technique, processing every 3rd frame, to lower the training time without eliminating useful
motion information. Memory replay capacity was 100,000 episodes, which were replayed at 128 episodes per step based
on rank-based importance sampling.

SAC processed every frame and its replay memory capacity was 1,000,000 episodes, not prioritized, with a batch size
of 1024. Notably, SAC achieved high performance on the task using default hyperparameters. In contrast, DQN was
extremely sensitive to many of the hyperparameters listed above.

The agents were evaluated on a different set of randomly initialized episodes (>10,000). The environmental parameters
used (screen size, object size, object speed, etc.) matched the parameters used with the macaque. The network model
parameters were frozen during this phase (i.e., no backpropagation).

3 Results and Discussion

Qualitative comparison of training and learning characteristics: The macaque was trained on the task for 70 days and
10,850 trials, after finishing the previous curriculum stages. The agents reached peak performance in a similar number
of trials. Training took 2-10 hours on single-CPU machines. The training curves are shown in Fig. 2.

Overall performance on the task: We compared overall performance after the macaque and the agents had achieved
peak performance on the task. The results are shown in Table 1. Both agents greatly outperformed the macaque on the
task. The superior performance of the RL agents is not attributed to a lack of attention or motivation by the macaque, a
fact supported by the macaque’s high performance on other types of trials (e.g., one prey, no predator) (5).

Evidence that the macaque and the RL agents model the physics of motion: We analyzed the step-by-step trajectories
for evidence that the agents had learned to instantaneously predict prey and predator movement by modeling 1st, 2nd,

2

Paper # 289 258



0 2000 4000 6000 8000 10000
Trial

0.0

0.2

0.4

0.6

0.8

1.0

Ca
tc

h 
ra

te

Figure 2: Training performance curves for the macaque (left), SAC agent (middle), and DQN
(right). The macaque performed an average of 155 trials per day (10,850 total). The catch rate
performance for the agents is averaged over a trailing sliding window of 100 episodes.

Catch Caught Timeout

Player Percentage Mean steps Percentage Mean steps Percentage Mean steps

MK 66.67 168 33.33 169 0.26 1200
DQN 98.5 154.8 1.29 88.5 0.21 1200
SAC 99.99 48.65 0.01 43.03 0 N/A

Table 1: Peak performance on the task for the macaque (MK), the DQN agent, and the SAC
agent. Termination rates and the average number of steps to termination are shown.

and/or 3rd order equations of motion. Previous work (5) had found evidence that macaques learn latent representations
of these motion mechanics. The generative model described in (5) and depicted in Fig. 3 was used. In summary, the
macaque’s behavior was best explained by 2nd order physics, qualitatively matching the findings of (5) even though the
current study adds a predator to the environment. In contrast, the behavior of both artificial agents was better explained
by the 1st order prediction model. One explanation for this simplified modeling is that the agents are unencumbered by
mechanical inertia, in contrast to the macaque, and execute more precisely-aimed actions (on average; see below).

Evidence that the macaque and the RL agents take similar/different actions depending on context: We analyzed the
actions taken by the macaque and agents under the same environmental conditions (i.e., the same avatar, predator, and
prey locations, and the same values). To do this, we presented the agents with an observation that the macaque had seen
and taken action on. We then measured the difference in angle of action input by the macaque and agent. We binned
each measurement based on the distance of the avatar to either the predator or the prey. The results are shown in Fig. 4.

For SAC, there is strong angular agreement when the avatar is within a couple hundred pixels of the prey (prey diameter
is 60). The DQN exhibits its best agreement under this circumstance as well, but the agreement is less pronounced and
coherent. This may be due to observed action oscillations due to the DQN’s limited one-hot action space (versus the
SAC’s continuous action space). A similar pattern of agreement is seen as a function of predator proximity, but the
pattern is more spread out because the typical agent-predator distance spans a greater range.

Trajectory analysis. We analyzed whether the agents were more effective than the macaque when initialized from steps
along trajectories in episodes that the macaque had played to termination. We conditioned the analysis on outcome:
50 episodes that terminated in prey capture and 50 that terminated in being caught by the predator. At every step,
we initialized the environment and had the agents play to assess relative performance in terms of outcome and steps
to termination. The results are shown in Fig. 5 (agent outcomes not shown). In general, the agents capture the prey in
significantly fewer steps, but with less advantage when initialized deeper into the trajectory (closer to the prey/predator).
The DQN in particular performs worse when initialized close to the prey, possibly due to action space oscillations and
an inability to immediately compensate for them, given the proximity. Furthermore, agents were caught much less
frequently than the macaque, even when initialized with only 10% of the trajectory remaining (i.e., in close proximity).
In these cases, the number of remaining steps is higher, primarily due to them escaping and eventually pursuing the
prey. Both agents survived much longer than the macaque, and often escaped to later capture the prey, when initialized
close to the predator.
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Figure 3: Fitting generative models of motion physics. The agent (yellow) moves based on
past prey movement information (position, velocity, acceleration). The pursuit vector is scaled
by a force parameter κ; the resulting position of the subject is then computed by summing the
pursuit vector and the joystick movement inertia. Once the target location is set, an action is
taken. Performance of each motion model was compared trial-by-trial and averaged across
trials. Lower values indicate better fits, with significance values indicated for within-agent
comparisons (stars indicate p < 0.001).
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Figure 4: Action angle agreement as a function of distance to prey and predator. The color
indicates the number of episode steps per bin. From the left: SAC for prey distance, DQN for
prey distance, SAC for predator distance, and DQN for predator distance.

Figure 5: Trajectory analysis. From the left: SAC initialized on macaque trials that ended in
prey capture; DQN for prey capture trials; SAC initialized on macaque trials that ended in
being caught by predator; DQN for caught by predator trials. The RL agents were initialized
progressively at steps within the trials and run to termination. Lower is better for trials that end
in prey capture by agent (i.e., nearly all trials, not shown). Red line indicates that the macaque
and agent would terminate in the same number of remaining steps.
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4 Conclusion and Future Work

We observed that the RL agents learned as fast and to a higher level of proficiency than macaques (5), in contrast to
reports of similar agents learning to play games much more slowly than humans. This may be due to the simplicity of
our particular environment, which limits complexity to the mechanics of motion and relatively simple interactions. Peak
agent performance was near perfect and they were much more efficient at achieving successful outcomes. In general, the
agents exhibited a tendency to take the same action as the macaque when put into identical circumstances. However,
over a series of steps the outcomes played out quite differently. The reason for this remains inconclusive. Motor control
inertia and less motor precision by the macaque may explain this.

A growing number of studies suggest that humans (13), non-human primates (5, 14, 15), as well as other mammals
(16, 17) develop predictive models of the environment to guide their decision making. In line with these results, we
observed that behavior of the non-human primate can be well explained by a predictive model based on 2nd order
Newtonian physics. In contrast, the behavior of trained artificial agents was best explained by a simpler model of 1st
order Newtonian physics. The latter confirms recent criticisms of AI, arguing that the learning of naturalistic agents is
guided by a domain-general knowledge of intuitive physics, whereas artificial agents often rely on the acquisition of
domain-specific knowledge to solve the particular task with which they are confronted (4), without necessarily learning
more general characteristics of the environment or strategies that may exploit those for other purposes. The lack of such
inductive biases can result in higher performance on one task at the expense of learning efficiency and generalization
performance (18).

The experimental setup in this work provides opportunities for a more systematic comparison of artificial and natural
agents, including the opportunity to measure neural correlates of performance. The latter can be used to test for latent
variables predicted by the computational models. The computational models, in turn, can be used to test the effects
of constraints on processing that may help explain performance of the natural agents. For example, one candidate
explanation for the lower performance of the non-human primate is a limitation in the ability to accurately perceive
and/or process information about the predator and prey at the same time, thus requiring cognitive control to determine
where to allocate attention (and even fixation) at a given time. Recent work suggests that such limitations take the form
of a cost that attaches to the allocation of cognitive control (19, 20). The paradigm and computational models described
here provide a platform for testing hypotheses about the nature of such costs, and the mechanisms used to evaluate them
and allocate control.
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Abstract
We consider the problem of Reinforcement Learning (RL) in a multi-batch setting, also sometimes called growing-batch setting. It
consists in successive rounds: at each round, a batch of data is collected with a fixed policy, then the policy may be updated for
the next round. In comparison with the more classical online setting, one cannot afford to train and use a bad policy and therefore
exploration must be carefully controlled. This is even more dramatic when the batch size is indexed on the past policies performance.
In comparison with the mono-batch setting, also called offline setting, one should not be too conservative and keep some form of
exploration because it may compromise the asymptotic convergence to an optimal policy.

In this article, we investigate the desired properties of RL algorithms in the multi-batch setting. Under some minimal assumptions,
we show that the population of subjects either depletes or grows geometrically over time. This allows us to characterize conditions
under which a safe policy update is preferred, and those conditions may be assessed in-between batches. We conclude the paper by
advocating the benefits of using a portfolio of policies, to better control the desired amount of risk.

Keywords: Multi-Batch Reinforcement Learning, Algorithm Selection
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1 Introduction

The most common setting for Reinforcement Learning (RL) is online: the algorithm directly interacts with the true environment and
is allowed to be updated anytime. This setting is the less restrictive one from the algorithmic point of view, but real world problems
(RWP) have all sorts of additional constraints that make it – most of the time – inapplicable. First example, RWP generally have a
high complexity and a complete policy update would be too expensive to compute at every time step, hence the use of online RL
algorithms that only perform small updates on the policy or the value-function estimators through temporal difference or gradient
descent. The online RL algorithms comply with the complexity constraint but are less sample efficient. Second example, RWP are
also generally meant to be widely deployed, on different devices with limited bandwidth, memory and computational power, which
prevents frequent policy updates. As a consequence, while the online setting does not suffer from bad intermediate policies, since
those can be fixed promptly, we argue that bad intermediate policies would jeopardize most RWP services.

At the opposite, the single batch setting, in the words of [3], refers to a reinforcement learning setting, where the complete amount
of learning experience, usually a set of transitions sampled from the system, is fixed, without any access to the true environment. The
literature on single batch RL focuses on safe policy improvement of the baseline policy that was used to generate the batch [6]. RWP
never amount to a single policy update. Instead, we argue that most of them consist in a multi-batch setting, also sometimes referred
to as growing batch in the literature, where the policy is successively trained on the past batches of data. This setting is commonly
encountered in the following domains: dialogue systems, crop management or pharmaceutical treatment. The single batch setting
might therefore be regarded as a greedily myopic study of the multi-batch setting where the former objective is a mix of safety and
expected performance, neglecting the longer-term impact of the chosen policy on the quality of the next batches. As a consequence,
algorithm safety might be counterproductive as it punishes exploratory strategies, which is detrimental to the asymptotic performance.

system

subjects

algorithm

dynamics

interaction

dataset

policy update

experience

enrollment

Figure 1: Multi-batch setting.

Our contributions are the following:

• We make the first attempt to model the multi-batch setting process.
• Under a set of minimal assumptions, we prove that, asymptotically, either the pool

of subjects depletes, or grows geometrically.
• We conclude the paper with a set of recommendation for situational desired prop-

erties of the algorithms and argue that the situation may be assessed during the
process with mild assumptions.

2 Multi-Batch Reinforcement Learning Process

Process 1 formalizes the generic process involved in the multi-batch setting: at every batch,
the RL algorithm trains/updates a policy (Step 1). This policy is used to collect a dataset
(Step 3) through interactions with a set of subjects, whose enrollment depends on the past
subjects experience (Step 2). Figure 1 is an illustration of the multi-batch setting.

Step 2 is generally overlooked in the literature. However, we will show that it is crucial.
Indeed, the size of the datasetDβ , called crowd and denoted by κβ = |Dβ | in the following,
is dependent on the past subject experience. For instance, if the algorithm generates a bad policy, it is likely to lose its subjects and
later, it may only get a handful of additional experience in the next batch. Then, it may be slow to regain subjects’ trust.

The goal is to optimize the cumulative return after B ∈ R+ batches. More formally, we have:

J (α, κ0, {π0,D0} , B) =
B∑

β=1

κβ∑

k=1

ρ̇πβ ,τk = J (α, κ1, {π0,D0} ∪ {π1,D1} , B − 1) +

κ1∑

τ=1

ρ̇π1,τ , (1)

Process 1: Multi-batch setting process
Input: Initial policy π0 Input: Initial crowd κ0 Input: Unknown environment MDP: M = 〈X ,A, P,R, γ〉
Input: Initial dataset D0 Input: Multi-batch algorithm α Input: Horizon of the process (number of batches): B

for each batch β ∈ J1, BK do
Step 1: with α, train the new policy πβ on past datasets and their behavioural policies: πβ ∼ α

(
{πβ′ ,Dβ′}β′∈J0,β−1K

)
.

Step 2: enroll a crowd of κβ subjects, in function of the past subjects experience: κβ ∼ g
(
{Dβ′}β′∈J0,β−1K

)
.

Step 3: collect dataset Dβ of size κβ , by following policy πβ : Dβ =
{
τk ∼ 〈X ,A, P, πβ , R, γ〉

}
k∈J1,κβK

.

end for
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where k is the index of trajectory τk, β is a batch index, α is a multi-batch RL algorithm, πβ is the policy trained by algorithm α at
batch β on dataset

⋃β−1
β′=0 {πβ′ ,Dβ′}, ρ̇πβ ,τk is the random variable denoting the performance of trajectory τk, when following policy

πβ , κβ is the crowd at batch β, π0 is the initial policy, and D0 denotes the possibly empty initial batch of data.

In the following, the performance ρ̇πβ ,τ of a given trajectory τ will be defined as the classical infinite horizon RL discounted return:
ρ̇πβ ,τ =

∑∞
t=0 γ

trπβ ,τ,t, (we assume that all trajectories of batch B − 1 have terminated before starting batch B) but any other
trajectory-sighted objective function may be considered and, at the exception of Proposition 2 (for which similar bounds may still be
found under some other mild assumptions), all results hold. For instance, ρ̇πβ ,τ may be defined as the binary task completion.
Remark 1. We make the following remarks about Process 1:

(i) Step 1: some algorithms are randomized, hence the sampling sign ‘∼’.

(ii) Step 1: algorithms cannot be considered monotonous with respect to the samples they are trained on. Indeed, some data
may be misleading and lead to bad policies [4]. Some algorithms (such as vanilla model-based RL) may train policies that
are performing worse with larger datasets, even in expectation [5].

(iii) Step 2: the function g for the crowd update is stochastic, hence the sampling sign ‘∼’.

(iv) Step 2: the function g depends on individual factors: “did the subject have a good past experience with the system?” ; and
global factors: “does the system have a good image?”, “what is the pool size for the crowd?”.

(v) Step 2: the function g is dependent on the task. In some domains, it may be unacceptable for the system to fail: it is essentially
evaluated on its efficiency (e.g. autonomous cars). In others, it is acceptable for it to fail regularly (e.g. dialogue systems).

(vi) Step 2: the function g may not be monotonous: it has happened in the past that some systems got hyped because they were
failing in an entertaining way. We may cite three famous examples: Tay, Baidu and Youtube Rewind 2018.

(vii) Step 3: the dataset collection involves several sources of stochasticity: πβ , P , and R.

(viii) Steps 2 & 3: subjects behave differently from one another and overtime.

3 Analysis

In order to give some insights on the dynamics, and similarly to [2], we make a series of assumptions that should account for a large
variety of multi-batch RL settings:
Assumption 1. The multi-batch RL process is simplified as follows:

(i) The performance ρ̇πβ ,τ of trajectory τ generated at batch β is a random variable that belongs to [−1, 1].

(ii) The crowd κβ at any given batch β is assumed to be subject-centered, i.i.d., linearly bounded, and stationary over time.

Assumption 1(ii) states that each subject having followed a trajectory τ during batch β enrolls ġπβ ,τ ∈ N subjects for the next batch.
ġπβ ,τ is assumed to be a random variable that only depends on its last individual experience and that is bounded by some maximal
value ġmax. While ρ̇πβ ,τ and ġπβ ,τ are only depending on the generated trajectory, it is more convenient to consider them as being
directly sampled from a distribution only dependent on the policy πβ : ρ̇πβ ,τ ∼ ρ̇(πβ) and ġπβ ,τ ∼ ġ(πβ), but one has to keep in mind
that ρ̇πβ ,τ and ġπβ ,τ are thus correlated through τ .

Assumption 2. Additionally, we assume that the random function ġ(π) is Λ-Lipschitz with respect to π and `1,∞ :

Eτ [|ġπ1,τ − ġπ2,τ |] ≤ Λ‖π1 − π2‖1,∞, (2)

where `1,∞ is defined as follows: ‖π1 − π2‖1,∞ = supx∈X
∫
a∈A|π1(a|x)− π2(a|x)|da.

Assumption 2 is satisfied in most cases, and in particular when the trajectory length is bounded by tmax. We denote the empirical
mean performance during batch β with the random variable ρ̂β and the empirical batch growth with ĝβ :

ρ̂β =
1

κβ

κβ∑

τ=1

ρ̇πβ ,τ and ĝβ =
1

κβ

κβ∑

τ=1

ġπβ ,τ . (3)

Then, we may write:

κβ = κβ−1ĝβ−1 = κ0

β−1∏

β′=0

ĝβ′ , (4)
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As a consequence of the assumption on κβ’s dynamics, if ġπ,τ can take values greater than 1 for some policy π, then the crowd is
automatically assumed unbounded.

This section makes the analysis of the multi-batch process under Assumptions 1 and 2 in a tacit manner. Due to space constraints, all
the proofs are omitted in the extended abstract.
Proposition 1. The objective function J unfolds as follows:

J (α, κ0, {π0,D0} , B) = κ0

B∑

β=1

ρ̂β

β−1∏

β′=0

ĝβ′ . (5)

From now on, we focus the analysis on the asymptotic behaviour of J with respect to B.
Assumption 3. We assume that πβ uniformly converges in probability with respect to the `1,∞-norm to some policy π∞ as β tends
to infinity:

∀ε > 0,∃β0 ∈ N, such that ,∀β > β0, ‖πβ − π∞‖1,∞ < ε. (6)

Assumption 3 only states the convergence of πβ , it does not say anything on the quality of the policy π∞ in the limit. This assumption
generally holds for unbiased algorithms since the incoming data depletes either in quantity: the crowd equals 0 at some batch and
thereafter, no more data may be collected, or in informative content as a consequence of the strong law of large numbers, and of the
increasing nature of the data collection (as long as the trained policies do not oscillate between several equally (sub-)optimal solu-
tions). More specifically, in finite spaces X and A, this assumption is satisfied by most greedy-in-the-limit algorithms. In continuous
space, it has to be noted that most algorithms include a bias that makes them sensitive to the data distribution, and this distribution
is in turn dependent on the previously used policy. In case of crowd depletion, there is also the possibility for the algorithm to be
randomized and therefore to generate a different policy at every batch. But, since these policies are never used because of the crowd
depletion, this special case could be treated separately in a trivial way, and would not be a real issue for the generality of the theory.
Proposition 2. We consider t ∈ N and two policies π1 and π2. Then, with probability larger than 1− t‖π1 − π2‖1,∞ :

|ρ̇π1,τ − ρ̇π2,τ | ≤ 2γt.1 (7)

Corollary 1. If ‖π1 − π2‖1,∞ < ε, then, with probability larger than 1 + ε
⌊
logγ−1 ε

⌋
: |ρ̇π1,τ − ρ̇π2,τ | ≤ 2ε.

Proposition 2 and its corollary relate the distance between the trajectories generated by two policies with their distance.
Proposition 3. If ‖π1 − π2‖1,∞ < ε, then, ġπ1,τ and ġπ2,τ are close in mean and variance:

|Eġπ1,τ − Eġπ2,τ | ≤ Λε and |Vġπ1,τ − Vġπ2,τ | ≤ Λεġmax, (8)

and are equal with probability higher than 1− Λε.

Proposition 3 relates the distance between the enrollments implied by two policies with their distance.
Corollary 2. Under Assumption 3, ρ̇πβ ,τ and ġπβ ,τ respectively converge in probability to ρ̇π∞,τ ∼ ρ̇(π∞) and ġπ∞,τ ∼ ġ(π∞) :

∀ε > 0, lim
β→∞

P
(
|ρ̇πβ ,τ − ρ̇π∞,τ | > ε

)
= 0, (9)

∀ε > 0, lim
β→∞

P
(
|ġπβ ,τ − ġπ∞,τ | > ε

)
= 0. (10)

Corollary 2 proves, under Assumption 3, the convergence in probability of ρ̇πβ ,τ and ġπβ ,τ , when β tends to ∞. Now, we define
two modes of asymptotic behaviour of the multi-batch process. Then, we show as our main contribution that, except for identified
degenerate cases, the multi-batch process follows one of the two following modes:
Definition 1. The crowd depletion mode (CDM) has the following properties:

(i) The crowd converges to 0 almost surely: limβ→∞ κβ = 0.

(ii) The dataset remains finite: |⋃β∈NDβ | <∞.

(iii) The objective function J remains finite: limB→∞ J <∞.
1The use of the same subscript τ for both random variables ρ̇π1,τ and ρ̇π2,τ indicates that as long as both policies behave the same, the other

random events follow the same realization. In other words, they behave as generated with the same random seed.
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Definition 2. The geometric crowd mode (GCM) has the following properties:

(i) The crowd asymptotically grows geometrically with ratio Eġπ∞,τ as a function of β.

(ii) The dataset size grows to infinity: |⋃β∈NDβ | =∞.

(iii) The objective function J asymptotically grows geometrically with ratio Eġπ∞,τ as a function of B. As a consequence, J
diverges either to +∞ or−∞, according to the sign of Eρ̇π∞,τ . If Eρ̇π∞,τ = 0, then nothing can be said about limB→∞ J .

Theorem 1. In the degenerate case ġπ∞,τ = 1, nothing may be said, except that it does not follow GCM.

If Eġπ∞,τ ≤ 1, then the process almost surely enters CDM.

If Eġπ∞,τ > 1, then with some probability p∞ > 0, the process asymptotically enters GCM. With the complementary probability
1−p∞, it enters CDM. p∞ may be lower bounded from batch β0 on, if β0 is such that for all β ≥ β0, expectation Eġπβ ,τ ≥ µ0 > 1,
and variance Vġπβ ,τ ≤ σ2

0 :

p∞ ≥ 1− min
µ∈(1,µ0)





σ2
0µ

κβ0
(µ0 − µ)2(µ− 1)

;
e
−

2κβ0
(µ0−µ)2

ġ2max

1− e−
2κβ0

(µ−1)(µ0−µ)2

ġ2max




. (11)

In particular µ = 1
4

(
1 +
√

8µ0 + 1
)

minimizes the first term (obtained with Chebyshev’s bound), the second term (obtained with
Hoeffding’s bounds) may be shown to have a unique local minimum that does not admit a closed form expression. A numerical
simulation (not reported here) shows that Equation 11 is not a tight bound and, more surprisingly, suggests that p∞ is close to being
constant when µ0 − 1 is small, and when κβ0

(µ0 − 1) and σ2
0 are constant. The derivation of tighter bounds is left for future work.

4 Concluding recommendations

The goal is to maximize the objective function J , but given the stochasticity of the process, one has to consider the expected indirect
utility. The concept of indirect utility classically refers to a measurement of the satisfaction obtained by the decision maker as a
function of its objective function. It is generally assumed to be monotonically increasing with the objective function, concave in R+,
reflecting aversion to risk and diminishing marginal utility, and asymmetric with respect to the origin. The logarithm utility function,
first proposed by Bernoulli, is still commonly used: Υlog(J ) = sign(J ) log(1 + |J |).

Under the log-utility, the following recommendations may be made. The goals for a multi-batch algorithm are the following, by
decreasing order of importance: to make Eρ̇π∞,τ positive, to maximize p∞E [logEτ ġπ∞,τ |GCM], and only marginally, maximize
the asymptotic expected performance Eρ̇π∞,τ . In other words, the most important for a service is to make it profitable for its owner
(ρ̇π∞,τ > 0), then to make it viable (p∞E [log ġπ∞,τ |κβ →∞]), and only then, to make it effective (Eρ̇π∞,τ ). In most cases, maxi-
mizing p∞ and E [log ġπ∞,τ ] is achieved through maximizing Eρ̇π∞,τ . But in some cases, a “too good” service has for consequence
to lose potential future customers. This is, for instance, why planned obsolescence exists. Consequently, the multi-batch setting is
multi-objective and its most salient objective is not the optimization of the performance.

The random variable ġπ,τ is generally strongly dependent on the trajectory performance random variable. Assuming past samples of
ġπ,τ are observable, after several batches, one might have a good estimate of it as a random function of ρ̇π,τ . Based on such a model,
one is now able to assess whether risk should be taken in order to increase Eġπβ ,τ or to be safe in order to optimize p∞. A/B testing
over two or more policies, including a safe past policy, even without online optimization, is beneficial in order to balance the desired
amount of risk and explore new policies at the same time. With online optimization, an algorithm selection for RL has been shown to
outperform the most efficient one in the portfolio with a minimal amount of embedded computation power [4] and bandwidth [1].
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Abstract
We consider Safe Policy Improvement (SPI) in Batch Reinforcement Learning (Batch RL): from a fixed dataset and without direct
access to the true environment, train a policy that is guaranteed to perform at least as well as the baseline policy used to collect the
data. Our contribution is a model-free version of the SPI with Baseline Bootstrapping (SPIBB) algorithm, called SPIBB-DQN, which
consists in applying the Bellman update only in state-action pairs that have been sufficiently sampled in the batch. In low-visited parts
of the environment, the trained policy reproduces the baseline. We show its benefits on a navigation task and on CartPole. SPIBB-
DQN is, to the best of our knowledge, the first RL algorithm relying on a neural network representation able to train efficiently and
reliably from batch data, without any interaction with the environment.1
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1 Introduction

Most real-world Reinforcement Learning agents [17, RL] are to be deployed simultaneously on numerous independent devices and
cannot be patched quickly. In other practical applications, such as crop management or clinical tests, the outcome of a treatment
can only be assessed after several years. Consequently, a bad update could be in effect for a long time, potentially hurting the user’s
trust and/or causing irreversible damages. Devising safe algorithms with guarantees on the policy performance is a key challenge of
modern RL that needs to be tackled before any wide-scale adoption.

Batch RL is an existing approach to such offline settings and consists in training a policy on a fixed set of observations without access
to the true environment [10]. It should not be mistaken with the multi-batch setting where the learner trains successive policies from
small batches of interactions with the environment [5, 11]. Current Batch RL algorithms are however either unsafe or too costly
computationally to be applied to real-world applications.

In this paper, we focus on Safe Policy Improvement (SPI). SPI consists in safely improving a baseline policy from a batch of data.
We develop a model-free version of SPI with Baseline Bootstrapping [12, 16, SPIBB]. SPIBB bootstraps the trained policy with the
baseline in the state-action pair transitions that were not probed enough in the dataset. Similarly to [14], it assumes access to the base-
line. Such a scenario is typically encountered when a policy is trained in a simulator and then run in its real environment, for instance
in Transfer RL [19]; or when a system is designed with expert knowledge and then optimized, e.g. in dialogue applications [20, 8].

In Section 2, we recall the basics of SPIBB and implement a model-free version of the algorithm, SPIBB-DQN. SPIBB-DQN relies
on pseudo-counts of the state-actions pairs, which can either be handcrafted or approximated using density models [1], and allows
to apply SPIBB algorithms to tasks requiring a neural network representation. In Section 3, we apply SPIBB-DQN to a continuous
navigation task of our design and to CartPole. SPIBB-DQN is, to the best of our knowledge, the first RL algorithm relying on a neural
network representation able to train efficiently and reliably from batch data, without any interaction with the environment [5]. Section
4 concludes the paper and suggests possible future research directions.

2 SPI with Baseline Bootstrapping

Background: An MDP is denoted by M = 〈X ,A, R, P, γ〉, where X is the state space, A is the action space, R(x, a) ∈
[−Rmax, Rmax] is the bounded stochastic reward function, P (·|x, a) is the transition distribution, and γ ∈ [0, 1) is the discount
factor. The true environment is modelled as an unknown finite MDP M∗ = 〈X ,A, R∗, P ∗, γ〉. Π = {π : X → ∆A} is the set
of stochastic policies, where ∆A denotes the set of probability distributions over A. The state and state-action value functions are
respectively denoted by V πM (x) and QπM (x, a). We define the performance of a policy by its expected return, starting from the initial
state x0: ρ(π,M) = V πM (x0). Given a policy subset Π′ ⊆ Π, a policy π′ is said to be Π′-optimal for an MDPM when its performance
is maximal in Π′: ρ(π′,M) = maxπ∈Π′ ρ(π,M).

In this paper, we focus on the batch RL setting where the algorithm does its best at learning a policy from a fixed set of ex-
perience. Given a dataset of transitions D = 〈xj , aj , rj , x′j〉j∈J1,NK collected by following a baseline policy πb, we denote by
M̂ = 〈X ,A, R̂, P̂ , γ〉 the Maximum Likelihood Estimation (MLE) MDP of the environment. R̂ is the reward mean and P̂ the
transition statistics observed in the dataset. Vanilla batch RL looks for the optimal policy in M̂ . This policy may be found indiffer-
ently using dynamic programming on the explicitly modelled MDP M̂ , Q-learning with experience replay until convergence [17], or
Fitted-Q Iteration with a one-hot vector representation of the state space [6].

As we shall see below (a fact also observed in [12]), Vanilla batch RL performs very poorly on stochastic environments because
it learns from all the transitions in the dataset, including the rarely sampled ones for which the uncertainty is large and which can
thus be misleading. This is not too problematic in an online setting, as the policy privileging a poor action in a given state will soon
perform it and immediately correct its estimates. In a batch setting however, the bad policy might be in action for a while before its
next update, leading to very poor performance on an extended period of time. A solution to this issue is to act pessimistically when
the uncertainty is high: this flip side of optimism in the face of uncertainty [18] can be achieved by penalizing actions rarely observed
in the dataset as e.g. in RaMDP [14]. An alternative option consists in bootstrapping on the baseline, a technique we now present.

SPIBB methodology: SPIBB essentially reformulates the percentile criterion [4]. It consists in optimizing the policy with respect
to its performance in the MDP estimate M̂ , while guaranteeing it to be ζ-approximately at least as good as πb in an admissible MDP
set Ξ which contains the true MDP M∗ with high probability. Formally, it writes as follows:

max
π∈Πb

ρ(π, M̂), where Πb ⊂ {π ∈ Π s.t. ∀M ∈ Ξ, ρ(π,M) ≥ ρ(πb,M)− ζ}. (1)

Clearly, the larger the Πb the greater the potential policy improvement and the harder the optimization problem. By appropriately
balancing those opposite effects, SPIBB makes searching for an efficient and provably-safe policy tractable in terms of computer
time, while allowing for potentially substantial policy improvements. To construct Πb, we let ND(x, a) denote the count of state-
action pair (x, a) in D. We then define a bootstrapped set B ⊂ X ×A containing all the pairs (x, a) whose counts are smaller than
a fixed parameter N∧. In other words, B contains the state-action pairs (x, a) for which the uncertainty is high. Πb then denotes the
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set of policies π that verify:

∀(x, a) ∈ B, π(a|x) = πb(a|x). (2)

In the uncertain pairs, for which relying on the observed data could potentially be risky, SPIBB leans on the baseline by copying
its probability to take action a. In the others, SPIBB follows classic policy optimization techniques. For finite MDPs, this may be
achieved in a model-based manner by explicitly computing the MDP model M̂ , constructing the set of allowed policies Πb and
finally searching for the Πb-optimal policy π�spibb in M̂ using policy iteration over Πb [9, 15]. [12] prove that Πb-SPIBB converges

to a Πb-optimal policy π�spibb in M̂ , and that π�spibb is a safe policy improvement over the baseline in the true MDP M∗. They also
apply SPIBB to a gridworld example and show its benefits over existing algorithms. In the following, we describe an extension of
their method to function approximators.

SPIBB-DQN: DQN [13] successfully applies Q-learning to complex video games that require deep neural networks. The method
uses a variety of techniques but fundamentally consists in iteratively applying the Bellman operator to learn the Q-values of the
environment. DQN can easily be extended to a batch setting by replacing the experience memory used in the original algorithm with
the batch we are training on. Similarly, the SPIBB policy optimization described above may be achieved in a model-free manner by
sampling transitions 〈xj , aj , rj , x′j〉 from the dataset and fitting the Q-function Q(t+1)(xj , aj) to the following target y(t)

j :

y
(t)
j = rj + γ max

π∈Πb

∑

a′∈A
π(a′|x′j)Q(t)(x′j , a

′)

= rj + γ
∑

a′|(x′
j ,a

′)∈B
πb(a

′|x′j)Q(t)(x′j , a
′) + γ


 ∑

a′|(x′
j ,a

′)/∈B
πb(a

′|x′j)


 max

(x′
j ,a

′)/∈B
Q(t)(x′j , a

′).

The first term rj is the immediate reward observed during the recorded transition, the second term is the return estimate of the boot-
strapped actions (where the trained policy is constrained to the baseline policy), and the third term is the return estimate maximized
over the non-bootstrapped actions. We call this algorithm SPIBB-DQN as it is equivalent to DQN fitted to y(t)

j . Note that the compu-
tation of the SPIBB targets requires the computation of the bootstrapped set B, which relies on an estimate of the state-action counts
ÑD(x, a), sometimes called pseudo-counts [1, 7, 3]. The safety of SPIBB-DQN increases with N∧. For N∧ = 0, we observe that
B = ∅, and SPIBB-DQN amounts to the original DQN. As N∧ → ∞, we see that B = X × A, thus SPIBB-DQN becomes fully
conservative and simply reproduces πb. Intermediate values of N∧ allow a balance between these two extreme cases.

Among existing batch RL algorithms, and to the best of our knowledge, only RaMDP [14] can straightforwardly be extended to
the function approximation setting. RaMDP stands for Reward-adjusted MDP and consists in modifying the observed reward by

rj ← rj − κ/
√
ÑD(xj , aj) (κ is a hyperparameter of their model).

3 SPIBB-DQN empirical evaluation

The performance of Batch RL algorithms can vary greatly from one dataset to another. To properly evaluate SPIBB-DQN and its
ability to produce policies that reliably outperform the baseline, we randomly generate 20 fixed-size datasets and train 15 policies on
each dataset for each algorithm and for various hyper-parameter values. The algorithms are then evaluated using the mean perfor-
mance and conditional value at risk performance (CVaR, also called expected shortfall) of the policies they produce. The X%-CVaR
is the mean performance over the X% worst runs, it is commonly used to assess the robustness of algorithms.

For the sake of simplicity and to be able to repeat several runs of each experiment efficiently, instead of applying costly and often
finicky pseudo-count methods from the literature [1, 7, 3], we consider here a pseudo-count heuristic based on the Euclidean distance
between states, and tasks where it makes sense to do so. The pseudo-count of a state-action (x, a) is defined as the sum of its similarity
with the state-action pairs (xi, ai) found in the dataset. The similarity between (x, a) and (xi, ai) is equal to 0 if ai 6= a, and to
max(0, 1− 5d(x, xi)) otherwise (where d(·, ·) is the Euclidean distance between two states).

We first consider a helicopter navigation task (see Figure 1(a)). The helicopter starts from a random position in the teal area, with
a random initial velocity. The 9 available actions consist in applying thrust: backward, no, or forward acceleration, along the two
dimensions. The episode terminates when the velocity exceeds some maximal value, in which case it gets a -1 reward, or when the
helicopter leaves the blue area, in which case it gets a reward as chromatically indicated on Figure 1(a). The dynamics of the domain
follow the basic laws of physics with a Gaussian centered additive noise both on the position and the velocity. To train our algorithms,
we use a discount factor γ = 0.9, but report the undiscounted final reward. The baseline is generated as follows: we first train a policy
with online DQN, stop before full convergence and then apply a softmax on the obtained Q-network. Our experiments consist in 300
runs on SPIBB-DQN with a range of N∧ values and for different dataset sizes. SPIBB-DQN with N∧ = 0 is equivalent to vanilla
DQN. We also perform a hyper-parameter search for RaMDP on 10k-transition datasets, with κ values ranging from 0.001 to 1000.
To reduce the computational load, we only performed 75 runs per value. We also display κ = 0, which amounts to vanilla DQN.
Figure 2(b) shows that, although it slightly improves over DQN, RaMDP is rather limited and stays far below the baseline.
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(a) Helicopter environment.
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Figure 1: (a) Illustration of the environment. (b) Mean and 10%-CVaR performance as a function of N∧ for three dataset sizes. (c)
Mean and 10%-CVaR performance for the baseline, vanilla DQN, SPIBB-DQN withN∧ = 5, 10, as a function of the transition noise
factor.
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(b) RaMDP Performance vs κ.
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Figure 2: (a) Mean, 10%-CVaR and 1%-CVaR as a function of N∧ for a single 10k dataset. (b) Mean and 10%-CVaR performance
of RaMDP for multiple values of κ over the 20 10k-datasets from Figure 1. (c) Mean and 10%-CVaR performance on CartPole.

Figure 1(b) displays the mean and 10%-CVaR performances in function ofN∧ for three dataset sizes (10k, 20k, and 30k). We observe
that vanilla DQN (N∧ = 0) significantly worsens the baseline in mean and achieves the worst possible 10%-CVaR performance.
SPIBB-DQN not only significantly improves the baseline in mean performance for N∧ ≥ 1, but also in 10%-CVaR when N∧ ≥ 8.
The discerning reader might wonder about the CVaR curve for the baseline. It is explained by the fact that the evaluation of the policies
are not exact. The curve accounts for the evaluation errors, errors also obviously encountered with the trained policies. We performed
an additional experiment. Keeping the baseline identical, we trained on 10k-transitions datasets obtained from environments with
different transition noises. Figure 1(c) shows the mean and 10%-CVaR performances for the baseline, vanilla DQN, and SPIBB-
DQN with N∧ ∈ {5, 10}. First, we observe that vanilla DQN performs abysmally. Second, we see that the baseline quickly gets
more efficient when the noise is removed making the safe policy improvement task harder for SPIBB-DQN. As SPIBB is efficient
at dealing with stochasticity, the noise attenuation reduces its usefulness. Third, as we get to higher noise factors, the stochasticity
becomes too high to efficiently aim at the goal, but SPIBB-DQN still succeeds at safely improving the baseline.

Before starting the experiments reported above, we led preliminary experiments with a single 10k-transitions dataset. We found out,
and report on Figure 2(a), that vanilla DQN produces very different Q-networks (and therefore very different policies) for different
random seeds, even on the same dataset. It is worth noticing a posteriori that this dataset was actually favorable to DQN (mean
performance of 1.7 on this dataset vs. -0.5 averaged over 20 datasets, Figure 1(b)), but that DQN’s reliability is still very low. In
contrast, SPIBB-DQN shows stability for N∧ ≥ 4. We also report the 1%-CVaR performance (quite heavy computationally to
accurately estimate) and see that there too, SPIBB-DQN performs well.

We also apply SPIBB-DQN to the CartPole environment from OpenAI gym [2]. Similarly to above, we first train a policy on the
environment and build a baseline from it by applying a softmax to the learnt Q-values. To make the task more challenging once the
baseline has been obtained, we add some stochasticity to the environment by acting randomly 50% of the time. With that added noise,
the baseline gets an average score of approximately 78. SPIBB-DQN reaches values over 90 while remaining safe. Standard DQN
gets a score of 33 and a 10%-CVaR of 13. Results can be found on Figure 2(c), for datasets of size 10k. We also applied our algorithm
to Pendulum with marginal improvements (not shown here).
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4 Conclusion and future work

In this paper, we study the problem of safe Batch Reinforcement Learning with function approximation. We develop a model-free
version of SPIBB and demonstrate its performance on two domains. SPIBB-DQN is the first deep batch algorithm allowing policy
improvement in a safe manner. Future work involves extending our results to more complex domains, e.g. with pixel state spaces
such as Atari games. This would, in particular, imply adapting existing pseudo-counts techniques to the batch setting.
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[18] István Szita and András Lőrincz. The many faces of optimism: a unifying approach. In Proceedings of the 25th International

Conference on Machine Learning (ICML), 2008.
[19] Matthew E Taylor and Peter Stone. Transfer learning for reinforcement learning domains: A survey. Journal of Machine

Learning Research, 10(Jul):1633–1685, 2009.
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Abstract

When learning policies for real-world domains, two important questions arise: (i) how to efficiently use pre-collected
off-policy, non-optimal behavior data; and (ii) how to mediate among different competing objectives and constraints.
We thus study the problem of batch policy learning under multiple constraints, and offer a systematic solution. We
first propose a flexible meta-algorithm that admits any batch reinforcement learning and online learning procedure as
subroutines. We then present a specific algorithmic instantiation and provide performance guarantees for the main
objective and all constraints. To certify constraint satisfaction, we propose a new and simple method for off-policy policy
evaluation (OPE) and derive PAC-style bounds. Our algorithm achieves strong empirical results in different domains,
including in a challenging problem of simulated car driving subject to multiple constraints such as lane keeping and
smooth driving. We also show experimentally that our OPE method outperforms other popular OPE techniques on a
standalone basis, especially in a high-dimensional setting.

Keywords: Batch Reinforcement Learning
Constrained Policy Learning
Off-Policy Policy Evaluation
Off-Policy Learning
Approximate Dynamic Programming
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1 Introduction
We study the problem of policy learning under multiple constraints. Contemporary approaches to learning sequential
decision making policies have largely focused on optimizing some cost objective that is easily reducible to a scalar value
function. However, in many real-world domains, choosing the right cost function to optimize is often not a straightfor-
ward task. Frequently, the agent designer faces multiple competing objectives. Indeed, many such real-world applica-
tions require the primary objective function be augmented with an appropriate set of constraints.

Recent policy learning research has largely focused on either online reinforcement learning (RL) with a focus on ex-
ploration, or imitation learning (IL) with a focus on learning from expert demonstrations. However, many real-world
settings already contain large amounts of pre-collected data generated by existing policies (e.g., existing driving behav-
ior, power grid control policies, etc.). We thus study the complementary question: can we leverage this abundant source of
(non-optimal) behavior data in order to learn sequential decision making policies with provable guarantees on constraint satisfaction?

We present an algorithmic framework for learning sequential decision making policies from off-policy data. We employ
multiple learning reductions to online and supervised learning, and present an analysis that relates performance in the
reduced procedures to the overall performance with respect to both the primary objective and constraint satisfaction.

Constrained optimization is a well studied problem in supervised machine learning and optimization. In contrast to
supervised learning for classification, batch policy learning for sequential decision making introduces multiple additional
challenges. First, setting aside the constraints, batch policy learning itself presents a layer of difficulty, and the analysis is
significantly more complicated. Second, verifying whether the constraints are satisfied is no longer as straightforward as
passing the training data through the learned classifier. Certifying constraint satisfaction amounts to an off-policy policy
evaluation problem, which by itself is a challenging problem. In this paper, we develop a systematic approach to address
these challenges, provide a careful error analysis, and experimentally validate our algorithms.
2 Problem Formulation
Let X ⊂ Rd be a bounded and closed d-dimensional state space. Let A be a finite action space. Let c : X × A 7→ [0, C] be
the primary objective cost function that is bounded by C. Let there be m constraint cost functions, gi : X × A 7→ [0, G],
each bounded by G. To simplify the notation, we view the set of constraints as a vector function g : X × A 7→ [0, G]m

where g(x, a) is the column vector of individual gi(x, a). Let p(·|x, a) denote the (unknown) transition/dynamics model.
Let γ ∈ (0, 1) denote the discount factor. Let χ be the initial states distribution.

In the discounted infinite horizon setting, an MDP is defined as (X,A, c, g, p, γ, χ). A policy π ∈ Π maps states to actions,
i.e., π(x) ∈ A. The value function Cπ : X 7→ R corresponding to the primary cost function c is defined in the usual way:
Cπ(x) = E [

∑∞
t=0 γ

tc(xt, at) | x0 = x]. We similarly define the vector-value function for the constraint costsGπ : X 7→ Rm
as Gπ(x) = E [

∑∞
t=0 γ

tg(xt, at)|x0 = x]. Let C(π) and G(π) as the expectation of Cπ(x) and Gπ(x), respectively.

In batch policy learning, we have a pre-collected dataset, D = {(xi, ai, x′i, c(xi, ai), g1:m(xi, ai)}ni=1, generated from (a set
of) historical behavioral policies denoted jointly by πD. The goal of batch policy learning under constraints is to learn a
policy π ∈ Π from D that minimizes the primary objective cost while satisfying m different constraints:

min
π∈Π

C(π)

s.t. G(π) ≤ τ
(OPT)

where G(·) = [g1(·), . . . , gm(·)]> and τ ∈ Rm is a vector of known constants. We assume that (OPT) is feasible. However,
the dataset D might be generated from multiple policies that violate the constraints.

Example: Counterfactual & Safe Policy Learning. In conventional online RL, the agent needs to “re-learn” from scratch
when the cost function is modified. Our framework enables counterfactual policy learning assuming the ability to com-
pute the new cost objective from the same historical data. A simple example is safe policy learning. The goal here is to
counterfactually avoid undesirable behaviors observed from historical data.

Example: Multi-objective Batch Learning. Traditional policy learning (RL or IL) presupposes that the agent optimizes a
single cost function. In reality, we may want to satisfy multiple objectives that are not easily reducible to a scalar objective
function. One example is learning fast driving policies under multiple behavioral constraints such as smooth driving and
lane keeping consistency (see Section 5).
3 Proposed Approach
We first convexify the policy class Π by allowing stochastic combinations of policies, which effectively expands Π into its
convex hull Conv(Π). Formally, Conv(Π) contains randomized policies.1 Executing a mixed π consists of first sampling one
policy πt, and then executing πt. It is easy to see that the augmented version of (OPT) over Conv(Π) has a solution at
least as good as the original (OPT).

1This places no restrictions on the individual policies. Individual policies can be arbitrarily non-convex. Convexifiying a policy
class amounts to allowing ensembles of learned policies.
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A Meta-Algorithm. The Lagrangian of (OPT) is L(π, λ) = C(π) + λ>(G(π)− τ) for λ ∈ Rm+ . Clearly (OPT) is equivalent
to the min-max problem: min

π∈Π
max
λ∈Rk+

L(π, λ). We assume (OPT) is feasible. Policy class convexification ensure that strong

duality holds, and (OPT) is also equivalent to:max
λ∈Rk+

min
π∈Π

L(π, λ). From a game-thoeretic perspective, the problem becomes

finding the equilibrium of a two-player game between the π−player and the λ−player [4]. In this repeated game, the
π−player minimizes L(π, λ) given the current λ, and the λ−player maximizes it given the current π.

We first present a meta-algorithm (Algorithm 1) that uses any no-regret online learning algorithm (for λ) and batch policy
optimization (for π). At each iteration, given λt, the π-player runs Best-response to get the best response:

Best-response(λt) = arg min
π∈Π

L(π, λt) = arg min
π∈Π

C(π) + λ>t (G(π)− τ).

This is equivalent to a standard batch reinforcement learning problem where we learn a policy that is optimal with
respect to c + λ>t g. The corresponding mixed strategy is the uniform distribution over all previous πt. In response
to the π−player, the λ−player employs Online-algorithm, which can be any no-regret algorithm that satisfies:∑
t L(πt, λt) ≥ maxλ

∑
t L(πt, λ) − o(T ). Finally, the algorithm terminates when the estimated primal-dual gap is be-

low a threshold ω (Lines 7-8). Leaving aside (for now) issues of generalization, Algorithm 1 is guaranteed to converge
assuming: (i) Best-response gives the best policy in the class, and (ii) Lmax and Lmin can be evaluated exactly.

Proposition 3.1. Assuming (i) and (ii) above, Algo 1 is guaranteed to stop and the rate depends on the regret of
Online-algorithm.

3.1 Our Main Algorithm
We now provide a specific instantiation of Algorithm 1. Algorithm 2 is our main algorithm in this paper.

Policy Learning. We instantiate Best-response with Fitted Q Iteration (FQI), an off-policy learning approach [2].

Off-policy Policy Evaluation. A crucial difference between constrained policy learning and existing work on constrained
supervised learning is the technical challenge of evaluating the objective and constraints. First, estimating L̂(π, λ) (Lines
11-12) requires estimating Ĉ(π) and Ĝ(π). Second, any gradient-based approach to Online-learning requires passing
in Ĝ(π)− τ as part of gradient estimate (line 15).

We propose a new and simple model-free technique using function approximation, called Fitted Q Evaluation (FQE).
FQE is based on an iterative reductions scheme similar to FQI, but for the problem of off-policy evaluation. Algorithm 3
lays out the steps. The key difference with FQI is that themin operator is replaced byQk−1(x′i, π(x′i)) (Line 3 of Algorithm
3). Each x′i comes from the original D. Since we know π(x′i), each D̃k is well-defined. Note that FQE can be plugged-in
as a direct method if one wishes to augment the policy evaluation with a doubly-robust technique.

Online Learning Subroutine. Many online convex optimization approaches can be used for Online-algorithm. For
our main Algorithm 2, we use Exponentiated Gradient (EG) [6], which has a regret bound of O(

√
log(m)T ) instead of

O(
√
mT ) as in OGD. radient-based algorithms generally require bounded λ. We thus force ‖λ‖1 ≤ B using hyperparam-
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eter B. Solving (OPT) exactly requires B =∞. We will analyze Algorithm 2 with respect to finite B. We augment λ into
a (m+ 1)−dimensional vector by appending B − ‖λ‖1, and augment the constraint cost vector g by appending 0.2

4 Theoretical Analysis
4.1 Convergence Guarantee
The convergence rate of Algorithm 2 depends on the radius B of the dual variables λ, the maximal constraint value G,
and the number of constraints m. In particular, we can show O(B

2

ω2 ) convergence for primal-dual gap ω.
Theorem 4.1 (Convergence of Algorithm 2). After T iterations, the empirical duality gap is bounded by

L̂max − L̂min ≤ 2
B log(m+ 1)

ηT
+ 2ηBG2

Thus, to achieve the primal-dual gap of ω, setting η = ω
4G2B

will ensure that Algo 2 converges after 16B2G2 log(m+1)
ω2 iterations.

4.2 Generalization Guarantee of FQE and FQI
We provide sample complexity analysis for FQE and FQI as standalone procedures for off-policy evaluation and off-policy
learning. We use the notion of pseudo-dimension dimF as capacity measure of non-linear function class F [5]. Pseudo-
dimension is finite for a large class of function approximators.

We use the notion of concentration coefficient, proposed by [8], to measure the degree of distribution shift. The following
standard assumption from analysis of related ADP algorithms limits the severity of distribution shift over time:
Assumption 1 (Concentration coefficient of future state-action distribution). [9]
Let Pπ be the operator acting on f : X×A 7→ R s.t. (Pπf)(x, a) =

∫
X
f(x′, π(x′))p(dx′|x, a). Given data generating distribution

µ, initial state distribution χ, form ≥ 0 and an arbitrary sequence of stationary policies {πm}m≥1 define the concentration coeffient:
βµ(m) = supπ1,...,πm

∥∥∥d(χPπ1Pπ2 ...Pπm )
dµ

∥∥∥
∞

. We assume βµ = (1− γ)2
∑
m≥1

mγm−1βµ(m) <∞.

The performance of both FQE and FQI depend on how well the function class F approximates the Bellman operator. We
measure the ability of function class F to approximate the Bellman evaluation operator via the worst-case Bellman error:
Definition 4.1 (inherent Bellman evaluation error). Given a function class F and policy π, the inherent Bellman evaluation
error of F is defined as dπF = supg∈F inff∈F ‖f − Tπg‖π where ‖·‖π is the `2 norm weighted by distribution induced by π.
Theorem 4.2 (Generalization error of FQE). Under Assumption 1, for ε > 0 & δ ∈ (0, 1), after K iterations of Fitted Q
Evaluation (Algorithm 3), for n = O

(
C4

ε2 (log K
δ + dimF log C2

ε2 + log dimF)
)
, we have with probability 1− δ:

∣∣C(π)− Ĉ(π)
∣∣ ≤ γ1/2

(1− γ)3/2
(√

βµ (2d
π
F + ε) +

2γK/2C

(1− γ)1/2
)
.

We can show an analogous generalization bound for FQI. While FQI has been widely used, to the best of our knowledge,
a complete analysis of FQI for non-linear function approximation has not been previously reported.3

Definition 4.2 (inherent Bellman optimality error). [9] Recall that the Bellman optimality operator is defined as
(TQ)(x, a) = r(x, a) + γ

∫
X

mina′∈AQ(x′, a′)p(dx′|x, a). Given a function class F, the inherent Bellman error is defined
as dF = supg∈F inff∈F ‖f − Tg‖µ, where ‖·‖µ is the `2 norm weighted by µ, the state-action distribution induced by πD.

Theorem 4.3 (Generalization error of FQI). Under Assumption 1, for ε > 0 & δ ∈ (0, 1), afterK iterations of Fitted Q Iteration,
for n = O

(
C4

ε2 (log K
δ + dimF log C2

ε2 + log dimF)
)
, we have with probability 1− δ:

∣∣C∗ − C(πK)
∣∣ ≤ 2γ

(1− γ)3

(√
βµ (2dF + ε) + 2γK/2C

)

where πK is the policy acting greedy with respect to the returned function QK .
4.3 End-to-End Generalization Guarantee
We are ultimately interested in the test-time performance and constraint satisfaction of the returned policy from Algo-
rithm 2. We now connect the previous analyses from Theorems 4.1, 4.2 & 4.3 into an end-to-end error analysis.
Assumption 2. Function classes F sufficiently rich so that ∀f : Tf ∈ F & Tπf ∈ F for the policies π returned by Algorithm 2.
Theorem 4.4 (Generalization guarantee of Algorithm 2). Let π∗ be the optimal policy to (OPT). Denote V = C +BG. Let K
be the number of iterations of FQE and FQI. Let π̂ be the policy returned by Algorithm 2, with termination threshold ω. For ε > 0

& δ ∈ (0, 1), when n = O
(
V 4

ε2 (log K(m+1)
δ + dimF log V 2

ε2 + log dimF)
)
, we have with probability at least 1− δ:

C(π̂) ≤ C(π∗) + ω +
(4 +B)γ

(1− γ)3

(√
βµε+ 2γK/2V

)
, and G(π̂) ≤ τ + 2

V + ω

B
+

γ1/2

(1− γ)3/2

(√
βµε+

2γK/2V

(1− γ)1/2

)
.

2The (m+ 1)th coordinate of g is thus always satisfied. This augmentation is only necessary when executing EG.
3FQI for continuous action space from [1] is a variant of fitted policy iteration and not the version of FQI under consideration. The

appendix of [7] contains a proof of FQI but for linear functions.
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Figure 1: CarRacing. (Left) Screenshot of environment (Middle) (Lower is better) Comparing our algorithm, regularized
LSPI, online RL w/o constraints, behavior policy πD w.r.t. main cost objectives and two constraints. (Right) FQE vs. other
OPE methods on a standalone basis.

5 Empirical Analysis - Car Racing under Smooth Driving and Lane Keeping Constraints
Environment & Data Collection. The car racing environment is a high-dimensional domain where the state is a 96×96×3
tensor of raw pixels. The action space A takes 12 discretized values. The goal in this episodic task is to complete the track
in minimum time. With the costs given by the environment, one can train online RL agent using DDQN. We collect
≈ 1500 trajectories from DDQN’s randomization, resulting in data set D with ≈ 94000 transition tuples.

Fast Driving under Behavioral Constraints. We study the problem of minimizing cost while subject to two behavioral
constraints: smooth driving and lane centering. This is a highly challenging setup since three objectives and constraints
are in conflict with one another,e.g., fast driving causes the agent to cut corners and apply frequent brakes to make turns.
We are not aware of previous work in policy learning with 2 or more constraints in high-dimensional settings.

Baseline and Procedure. As a naı̈ve baseline, DDQN achieves low cost, but exhibits “non-smooth” driving behavior (see
our supplementary videos). We set the threshold for each constraint to 75% of the DDQN benchmark. We also compare
against regularized batch RL algorithms [3], specifically regularized LSPI. We instantiate our subroutines, FQE and FQI,
with multi-layered CNNs. We augment LSPI’s linear policy with non-linear features derived from a FQI model.

Results. The returned mixture policy from our algorithm achieves low main objective cost, comparable with online RL
policy trained without regard to constraints. After several initial iterations violating the braking constraint, the returned
policy - corresponding to the appropriate λ trade-off - satisties both constraints, while improving the main objective.
The improvement over data gathering policy is significant for both constraints and main objective. While regularized
LSPI obtains good performance for the main objective, it does not achieve acceptable constraint satisfaction. By default,
regularized policy learning requires parameter tuning heuristics. In constrast, our approach is systematic, and is able to
avoid the curse-of-dimensionality of brute-force search that comes with multiple constraints.

The off-policy evaluation by FQE is critical for success of our algorithm, and is ultimately responsible for certifying con-
straint satisfaction. While other OPE methods can also be used in place of FQE, we find that the estimates from popular
methods are not sufficiently accurate in a high-dimensional setting. As a standalone comparison, we select an individ-
ual policy and compare FQE against PDIS, DR and WDR with respect to the constraint cost evaluation. To compare
both accuracy and data-efficiency, for each domain we randomly sample different subsets of dataset D. Figure 1 (right)
illustrates the difference in quality. In the high-dimensional car domain, FQE signficantly outperforms other methods.
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Abstract

One question central to reinforcement learning is which representations – including aspects of the state space, transition
function and reward function – can be generalized or re-used across different tasks. Humans are adept at such flexible
transfer but existing reinforcement learning algorithms are much more limited. While transferring successor features
between different tasks has been shown to improve learning speed, this representation is overly specific and hence needs
to be re-learned when the optimal policy or transition function change.

This article presents Model Features: a latent representation that compresses the state space of a control problem by ex-
ploiting states that are equivalent in terms of both transition and reward functions. Because Model Features only extract
these equivalences but are not tied to the transition and reward functions themselves, this latent state representation gen-
eralizes across tasks that change in both their transition and reward functions. Model Features link successor features to
model reductions, facilitating the design of gradient-based optimization algorithms to approximate model reductions di-
rectly from transition data. Learning Model Features is akin to model-based reinforcement learning, because the learned
representation supports predictions of future reward outcomes.

This article first summarizes theoretical results from our extended article. Then empirical simulation results are pre-
sented that suggest Model Features serve as a state representation that affords generalization across tasks with different
transition and reward functions. Because Model Features construct a latent state representation that supports predictions
of future reward outcomes, the presented results motivate further experiments to investigate if humans or animals learn
such a representation, and whether neural systems involved in state representation reflect the equivalence abstraction.

Keywords: Model-based Reinforcement Learning, Knowledge Representa-
tions, Latent Structure Learning, Successor Representation, Hu-
man and Animal Learning
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1 Introduction

Reinforcement learning (RL) [19] studies the problem of computing optimal decision strategies from one-step interac-
tions sampled from an environment. Each interaction consists of the agent selecting an action to cause a change in the
environment’s state. For each state transition the agent receives a reward, a single scalar number. The goal is to compute
a decision making strategy that maximizes rewards. One central question is how to generalize knowledge across differ-
ent environments. This article presents Model Features, a feature representation that compresses the state space into a
lower dimensional representation by clustering states that produce identical future reward outcomes. By only exploiting
such state equivalences, Model Features generalize across environments that differ in reward and transition functions.

In RL a task is formalized as a Markov decision processes (MDP) [19] M = 〈S,A, p, r, γ〉. All possible states of a task
are described by the set S and the agent can make a decision by selecting an action from a set of actions A. Selecting
an action changes the state probabilistically according to the transition function p. The reward function r specifies a
reward for each state transition. The goal is to compute a decision strategy, called policy, π : S → A that maximizes
rewards. One key property of model-based RL is the ability to predict a sequence of reward outcomes (r1, r2, ...) given
a state s and a sequence of actions (a1, a2, ...). Model Features compress the state space by assigning two different states
(approximately) the same n-dimensional feature vector if, given an arbitrary action sequence (a1, a2, ...), both states
generate the same reward sequence (r1, r2, ...) with equal (or near-equal) probability. Such two states are also called
bisimilar [10]. Knowing which reward sequence a certain action sequence can generate is sufficient for evaluating any
arbitrary policy and identifying the optimal policy. Model Features encode model reductions [10] and provide a state
representation specifically optimized to preserve all information relevant for predicting future reward outcomes.

This article first summarizes results from our extended article [12] and shows that Model Features, and by extension
bisimulation relations, can be extracted by learning the successor features [2] of a single arbitrary policy. Model Features
construct a low dimensional representation of the state space by utilizing which states are equivalent to the transition
and reward function. We then show that Model Features learned for one MDP can be re-used on another MDP with
different transition and reward functions, assuming that state equivalences are preserved. Such ”deep transfer” across
environments, even in the absence of prior experience with specific transition or reward functions, is predicted by behav-
ioral and neural signatures of human structure learning [3, 1, 9] but not afforded by alternative algorithms that compress
the transition function directly [18, 17]. As a lay example, an expert musician can immediately transfer a learned song
from one key to another, or from a guitar to a piano, despite the very different transition functions [8].

2 Successor Features encode Model Features

A state representation φ maps each state s of an MDP to a real valued vector φφφ. Using φ a trajectory (s1, a1, s2, a2, ...)
can be mapped to a feature-trajectory (φφφ1, a1,φφφ2, a2, ...). Because φ is a many-to-one function, different states may not
be distinguishable in terms of their feature vectors. As a result, the empirical probability of transitioning between two
different feature vectors need not correspond to the probability of the underlying state transition. Model Features are
designed to distinguish between states such that the resulting empirical feature transition probabilities are equal to the
underlying transition probabilities. A linear model can be build to predict feature-trajectories and reward sequences
from these feature trajectories. If these predicted reward sequences equal in expectation the reward sequence (r1, r2, ...)
generated by the trajectory (s1, a1, s2, a2, ...), then the state representation φ is said to support accurate predictions of
future reward outcomes. Model Features are state representation that support predictions of future reward outcomes.

Suppose a state representation φ maps the state space to a finite set of feature vectors {φφφ1, ...,φφφn}. By simulating different
trajectories (s1, a1, s2, a2, ...), the empirical probability Pr{φφφi a→ φφφj} of transitioning from the feature vector φφφi to φφφj when
selecting action a can be computed for all φφφi and φφφj . Figure 1(b) illustrates how a state representation partitions the
state space by mapping different states to the same feature vector. Each state partition is a sub-set of the state space that
corresponds to a particular feature vector φφφi. Suppose s is a state that is mapped to φφφi. If the probability Pr{s a→ φφφj} of
transitioning from state s to the state partition corresponding to φφφj is equal for all states that map to φφφi, then

Pr{s a→ φφφj} = Pr{φφφi a→ φφφj}where φ(s) = φφφi. (1)

Line (1) holds because the empirical probability Pr{φφφi a→ φφφj} is the marginal over all states mapping to φφφi:

Pr{φφφi a→ φφφj} =
∫

si:φ(s)=φφφi

ω(si)Pr{si a→ φφφj}ds =
(∫

si:φ(s)=φφφi

ω(si)ds

)
Pr{s a→ φφφj} = Pr{s a→ φφφj}. (2)

The empirical feature transition probability Pr{φφφi a→ φφφj} is the marginal over all states s that map to φφφi with respect
to probability of visiting a state s. The density function ω models this visitation distribution over a state partition (Fig-
ure 1(b)). If Pr{si a→ φφφj} is equal for all states si of the same partition, the probability of transitioning from state s to a
state partition corresponding to φφφj can be moved out of the integrand and the second identity in line (2) follows.
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Figure 1: Learning Model Features. Figure 1(a) shows the Column World example where an agent can move up, down,
left, or right (four actions) and is rewarded in the right column. Figure 1(b) shows the connection between empirical
feature transition probabilities and state transition probabilities. Figures 1(c) to 1(f) plot how the loss objective evolves
during optimization for the column world MDP. As the value of the loss objective decreases, the feature vectors for
equivalent states merge into the same cluster and the different cluster centers move apart. At different training iterations,
Figure 1(g) shows the average reward prediction errors along randomly selected 200-step action sequences and start
states. Each curve plots the average over 100 action sequences and the shaded areas show standard errors.

Clustering bisimilar states by directly comparing empirical feature transition probabilities to state transition probabilities
is possible [10, 16], but such methods are restricted to constructing entire transition tables. By tying Model Features to a
variation of Successor Features (SFs) [2, 5], the usual SF learning algorithms can be used to approximate Model Features
directly from sampled transitions. For an arbitrary fixed policy π, SFs are defined as

ψψψπs,a = E
[
φφφ1 + γφφφ2 + γ2φφφ3 + · · ·

∣∣∣∣s = s1, a = a1, π

]
= E

[ ∞∑

t=1

γt−1φφφt

∣∣∣∣s = s1, a = a1, π

]
. (3)

Because the expectation in Eq. (3) is computed over all possible infinite length trajectories starting at state swith action a,
SFs implicitly encode the empirical feature transition probabilities for each action. Intuitively, SFs predict the frequencies
or rescaled empirical probabilities with which feature vectors are encountered along a trajectory, because a frequently
encountered feature vector will occur in the summation in Eq. (3) more often than rarely encountered feature vectors. If
two states of the same state partition have the same SFs, then they also have the same state to state partition transition
probabilities and Eq. (1) holds. Our extended article [12] formally proves that learning SFs is equivalent to finding
approximations of Model Features. Figures 1(c) to 1(f) illustrate how learning SFs and minimizing the loss function
plotted in Figure 1(c) results in increasingly accurate approximations of Model Features. Figure 1(g) displays the reward
sequence prediction error at different steps of training. The curves show if reward prediction errors grow with the action
sequence length. At initialization, reward prediction errors are low and as learning progresses, all reward prediction
errors tend to zero. Hence, Model Features support predictions of future reward outcomes and model-based RL [12].

3 Model Features encode Task Knowledge

Model Features construct a low dimensional state representation by clustering states that are equivalent to the transition
and reward function. On three transfer task sets, Figure 2 shows that a state representation’s ability to predict future
reward outcomes is indicative that this representation can be reused in a previously unseen MDP. On a previously unseen
MDP such a representation performs better than other representations which only maximize total reward in the original
MDP. If a state representation incorrectly clusters states, the resulting compressed MDP does not resemble the original
MDP. A policy optimal in the compressed MDP is not necessarily optimal in the original MDP and cannot generate a
high total reward. For each transfer experiment, all possible state representations were enumerated and scored on their
reward sequence prediction error and the total reward generated. Total rewards were generated by a policy optimal in
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(b) Transfer between random MDPs compressible to 3 states.
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(c) Transfer between grid worlds with different goal locations.

p-value
Fig 2(a) 3.29 · 10−30

Fig 2(b) 8.63 · 10−176

Fig 2(c) 9.60 · 10−75

(d) One sided Welch’s t-test.

Figure 2: Low reward sequence prediction errors identify state abstractions amenable for ”deep transfer”. For each
experiment all possible state abstractions were enumerated using Algorithm U [11]. State abstractions were scored by
compressing an MDP using the state abstraction of interest [14]. The total reward score was computed by solving for
the optimal policy using value iteration [19, Chapter 4.4] and running the computed policy 20 times for 10 time steps in
the MDP from a randomly selected start state. The reward sequence error was computed by selecting 20 random start
states and then performing a random walk for 10 time steps. The histograms report averages over all repeats and transfer
MDPs. Figure 2(d) lists the p-values of the difference in mean total reward being insignificant for each histogram.

the compressed version of one randomly selected MDP. The top 5% scoring state abstractions were then re-evaluated on
the remaining transfer MDPs and the total rewards generated by these state representations are plotted as histograms in
Figure 2. In all cases state representations with low reward sequence prediction errors generate a higher total reward at
transfer than state representations that were selected based on their ability to construct a well performing policy on the
original MDP. This result indicates that Model Features, which are designed to produce low reward sequence prediction
errors, encode information about an MDP that generalizes across different MDPs.

Figure 2(a) presents three grid world MDPs where the agent can move up and down. The difference between the three
MDPs is which column is rewarded. Each column can be compressed into a single state, similar to the column world
example in Figure 1(a). For each experiment, total rewards and reward sequence prediction errors are computed by
sampling a start location at random. The histogram in Figure 2(a) indicates that state representations with low reward
sequence prediction errors outperform on average state representations that only maximize total reward in one of the
tasks. The experiment in Figure 2(b) is similar to the previous experiment in that each of the 100 MDPs can be com-
pressed with the same state representation, but otherwise the transition and reward functions are randomly generated.
Besides a common “hidden” state representation, these 100 MDPs differ in both transition and reward functions. The
histogram confirms the claim that low reward sequence prediction errors are indicative of a state representation’s ability
to generalize across different MDPs. State representations that result in high total reward in only one of the 100 MPDs
generate on average less reward on any of the remaining MDPs. Figure 2(c) presents a transfer experiment where two
reward locations are permuted in a grid world. In this experiment the MDPs cannot be compressed without incurring
some loss, because the grid location is important for predicting where the goal locations are and what action is optimal at
each location. However, the histogram in Figure 2(c) indicates that representations selected based on minimizing reward
sequence prediction error criterion still perform better than selecting representations by their total reward. Because grid
worlds have a specific topology of the state space, a state representation clustering only neighbouring states preserves
approximately the grid location information and would be expected to perform relatively well across all MDPs.

4 Conclusion

Model Features approximate state abstractions that compress an MDP while preserving the ability to predict future re-
ward outcomes using only the compressed model. Such a feature representation exploits which states are equivalent for
both the reward and transition function and thus Model Features can be understood as a model-based knowledge repre-
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sentation. Model-based basis functions have been studied previously [4, 6], but the presented connection to SFs allows us
to design a gradient-based optimization algorithm that can construct bisimulation relations directly from transition data.
Previous work on transfer with SFs has shown that re-using SFs on an MDP with a different reward function can provide
faster learning [2, 15, 17]. However, SFs are fragile to changes in the optimal policy [13] and transition function, whereas
latent state representations are more abstract and thus are not tied to particular transitions [3, 8]. In related work, Stachen-
feld et al. [18] compress the SR of an MDP using PCA and demonstrate this representation’s suitability for transfer and
connections to place cells and grid cells in the hippocampus. However, this compressed SR constructs a representation
of the transition function itself, and hence transfer is limited to environments that share the same transition function. In
contrast to Stachenfeld et al., Model Features separate the transition dynamics (and the SR) from the compression on the
state space itself, and thus generate a latent state representation of a task exploiting task equivalences. François-Lavet
et al. [7] construct latent state representations as part of a model-free and model-based hybrid model. In contrast to their
method, Model Features encode model reductions and are thus strict model-based representations. Collins and Frank
[3] and Badre and Frank [1] demonstrate that reward prediction errors and prediction errors on the structure of the state
space identify latent state representations that accelerate learning in humans when transferring knowledge across tasks.
While this work considers contextual multi-armed bandits, Model Features may extend this work to sequential decision
making, motivating further experiments to investigate if humans or animals learn such a feature representation.
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Abstract
The standard reinforcement learning (RL) formulation considers the expectation of the (discounted) cumulative reward. This is
limiting in applications where we are concerned with not only the expected performance, but also the distribution of the performance.
In this paper, we introduce micro-objective reinforcement learning — an alternative RL formalism that overcomes this issue. In this
new formulation, a RL task is specified by a set of micro-objectives, which are constructs that specify the desirability or undesirability
of events. In addition, micro-objectives allow prior knowledge in the form of temporal abstraction to be incorporated into the global
RL objective. The generality of this formalism, and its relations to single/multi-objective RL, and hierarchical RL are discussed.
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1 Introduction and Related Works

The RL formulation commonly adopted in literature aims to maximize the expected return (discounted cumulative reward), which
is desirable if all we are concerned with is the expectation. However, in many practical problems, especially in risk-sensitive appli-
cations, we not only care about the expectation, but also the distribution of the return. For example, in autonomous driving, being
able to drive well in expectation is not enough, we need to guarantee that the risk of collision is below a certain acceptable level. As
another example, there might be two investment plans with the same expected return, but different variance. Depending on investor
type, one investment plan might be more attractive than the other. As a simplified abstraction, we consider the following Markov
Decision Process (MDP) with only one non-absorbing state s0, which is the state where the investment decision is to be made. There
are two actions, a1 and a2, corresponding to the two investment plans. From s0, if a1 is taken, there is 0.9 chance of getting a profit
of 10 (entering absorbing state s1), and 0.1 chance of getting a loss of −10 (entering absorbing state s2). If a2 is taken, there is 0.7
probability of earning a profit of 20 (entering absorbing state s3), and 0.3 probability of receiving a loss of −20 (entering absorbing
state s4). The reward function is therefore as follows:

r(s0, a1, s1) = 10, r(s0, a1, s2) = −10, r(s0, a2, s3) = 20, r(s0, a2, s4) = −20 (1)

The reward function is zero onwards once an absorbing state is reached. Both a1 and a2 will result in an expected return of 8.
However, the investor might not be able to afford a loss of more than, say, 15, in which case a1 is preferable to a2. Unfortunately, the
expected return formulation provides no mechanism to differentiate these two actions. Furthermore, any mixture policy of a1 and a2

(mixing a1 and a2 with some probability) also has the same expected return.

Two approaches have been discussed in literature to tackle this issue. One is to shape the reward so that the expected return of the
policies are no longer the same [Koenig and Simmons, 1994]. E.g., we can give more negative reward when the loss is higher than
15, such as the following:

r′(s, a, s′) =

{
r(s, a, s′), if r(s, a, s′) ≥ −15

r(s, a, s′)− (r(s, a, s′) + 15)2, otherwise

Although in this simple case, the reward shaping is fairly straight-forward, in more complex tasks such as autonomous driving where
there are many conflicting aspects, it is a challenge to choose a reward that properly balances the expected overall performance and
the risk of each aspect.

The second approach is to use an alternative formulation that considers more than just the expected return. Several methods [Sato
et al., 2001, Sherstan et al., 2018, Tamar et al., 2013] have been proposed to estimate the variance of return in addition to the
expectation. While this alleviates the issue by taking variance into account, distributions can differ even if both the expectation and
the variance are the same. Yu et al. [Yu et al., 1998] considered the problem of maximizing the probability of receiving a return
that is greater than a certain threshold. Geibel and Wysotzki [Geibel and Wysotzki, 2011] considered constrained MDPs [Altman,
1999] where the discounted probabilities of error states (unacceptable states) are constrained. However, both of these formulations
are designed only for a specific type of application, and do not have the generality required as an alternative RL formalism.

In this paper, we propose to solve this issue by restricting the return to a distribution that is entirely decided by its mean, namely the
Bernoulli distribution. To motivate this idea, observe that in any RL task, we are essentially concerned with a set of events, some
desirable, some undesirable, to different extents. For example, in the task of autonomous driving, collision is an undesirable event;
running a red light is another event, still undesirable but not as much; driving within the speed limit is a desirable event, etc. Instead
of associating each event with a reward, and evaluating a policy by the total reward it accumulates (as in conventional RL), we can
think of all the events as a whole, and evaluate a policy based on the combination of events it would lead to. The return is now only an
indicator of an event, and is restricted to binary values: 1 if the event happens, and 0 if it does not. Given a policy, the return of each
micro-objective is thus a Bernoulli random variable, whose mean is both the value function, and the probability of event occurrence
under the policy. Following this view, a task can be specified by a predefined set of events, and a partial order that allows comparison
between different combinations of event probabilities. The goal is to find the policies that result in the most desirable combinations
of probabilities. 1.

This can be illustrated with the investment example. Instead of defining a reward function as in Eq. 1, we define entering s1, s2,
s3 and s4 as four events. If action a1 is taken, the chances of the four events occurring are 0.9, 0.1, 0 and 0. If action a2 is taken,
the chances are [0, 0, 0.7, 0.3]. Apart from the events, a partial order on the probability vectors is also defined to specify which
probability vector is more desirable. Let vπ = [vπ1 , v

π
2 , v

π
3 , v

π
4 ] denote the expected returns of the four events. If we set the partial

order to vπ � vπ
′ ⇐⇒ 20(vπ3 − vπ4 ) + 10(vπ1 − vπ2 ) ≤ 20(vπ

′
3 − vπ

′
4 ) + 10(vπ

′
1 − vπ

′
2 ), we arrive at an equivalent formulation to

the standard RL formulation with reward specified by Eq. 1. If, however, we want the probability of getting a loss of more than 15 to
be less than a certain threshold ε, we can simply redefine the partial order so that vπ is smaller whenever vπ4 ≥ ε.

1To be exact, the combinations (of probabilities) that are not less desirable than any other combinations.
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2 Background

2.1 MDP and Reinforcement Learning

The standard RL problem is often formulated in terms of a (single-objective) Markov Decision Process (MDP), which can be repre-
sented by a six-tuple (S,A, P, µ, γ, r), where S is a finite set of states;A is a finite set of actions; P (s′|s, a) is the transition probability
from state s to state s′ taking action a; µ is the initial state distribution; γ ∈ [0, 1]R is the discount factor; and r(s, a, s′) ∈ R is the
reward for taking action a in state s and arriving state s′. The goal is to find the maximal expected discounted cumulative reward:
maxπ∈ΠE[

∑∞
t=0 γ

(t)r(st, at, st+1)|π, µ], where γ(t) denotes γ to the power of t, and Π denotes the set of policies we would like to
consider. In the most general case, a policy can be history-dependent and random, in the form of π = (π0, π1, ..., πt, ...), where a
decision rule πt(ht, s, a) ∈ [0, 1]R is the probability of taking action a in state swith history ht. A history is a sequence of past states,
actions and decision rules ht = (s0, a0, π0, s1, a1, π1, ..., st−1, at−1, πt−1). A policy is said be deterministic if πt(ht, s, a) = 1 for
only one action, in which case we can use a simplified notation π = (d0, d1, ..., dt, ...), where dt(ht, s) ∈ A. Correspondingly, if
the policy is deterministic, a history can be represented with ht = (s0, d0, s1, d1, ..., st−1, dt−1). A policy is said to be stationary
if the decision rule only depends on the current state s, and does not change with time, i.e., πt(ht, s, a) = π(s, a). The set of all
history-dependent random policies, history-dependent deterministic policies, stationary random policies, and stationary deterministic
policies are denoted by ΠHR, ΠHD, ΠSR and ΠSD, respectively. We call a task an episodic task with horizon T if the state space is
augmented with time; γ = 1; and r(s, a, s′) = 0,∀t ≥ T . The expected return following a policy starting from the initial state
distribution is called the value function, which is denoted as vπ . For a single-objective MDP, there exists stationary deterministic
optimal policy, that is, ∃π ∈ ΠSD, v

π = arg maxπ′∈ΠHR
vπ
′

2.2 Multi-objective Reinforcement Learning

In some cases [Roijers et al., 2014], it is preferable to consider different aspects of a task as separate objec-
tives. Multi-objective reinforcement learning is concerned with multi-objective Markov decision processes (MOMDPs)
(S,A, P, µ, [(γ1, r1), ..., (γi, ri), ..., (γk, rk)],�) , where S, A and P (s′|s, a), µ are the state space, action space, transition prob-
ability and initial state distribution as in single-objective MDPs; Now there are k pairs of discount factors γi and rewards ri(s, a, s′),
one for each objective. The value function for the ith objective is defined as vπi = E[

∑∞
t=0 γ

(t)
i ri(s

t, at, st+1)|π, µ]. Let
vπ = [vπ1 , v

π
2 , ..., v

π
k ] be the value functions for all objectives, and V Π = {vπ|π ∈ Π} be the set of all realizable value func-

tions by policies in Π, � is a partial order defined on V ΠHR . Multi-objective RL aims to find the policies π ∈ Π such that vπ is a
maximal element 2 of V Π. Episodic tasks have not been widely discussed in the context of multi-objective RL, and most literature
assumes γ1 = γ2 = ... = γk. Although for a single-objective MDP, the optimal value can be attained by a deterministic stationary
policy, this is in general not true for multi-objective MDPs. White [White, 1982] showed that history-dependent deterministic policies
can dominate stationary deterministic policies; Chatterjee et al. [Chatterjee et al., 2006] proved for the case γ1 = γ2 = ... = γk that
there exists optimal stationary random policy.

3 Micro-Objective Reinforcement Learning

In standard multi-objective RL, there is no restriction on the reward function of each objective. Each objective can itself be a ‘macro’
objective that involves multiple aspects. This makes multi-objective RL subject to the same issue single-objective RL has: only
the expectation of return is considered for each objective. Conceptually, micro-objective RL is multi-objective RL at its extreme:
each micro-objective is concerned with one and only one aspect — the occurrence of an event. An event can be ‘entering a set of
goal/error states’, ‘taking certain actions in certain states’, or ‘entering a set of states at certain time steps’, etc., but ultimately can be
represented by a set of histories. If the history up to the current time step (ht, st) is in the set, we say that the event happens.

3.1 Micro-objectives

At the core of the micro-objective formulation is a new form of value function vπψi,Ti
(φi|µ). Denoting H as the set of all possible

histories, ψi ⊂ H is the set of histories that corresponds to the occurrence of the event, which we call the termination set of a micro-
objective. φi ⊂ H is also a set of histories, which we call the initiation set. The terminologies are deliberately chosen to resemble
those of options [Sutton et al., 1999], and as we will see, this form of value function is indeed connected to options. Independent
from the task, a micro-objective has its own initiation and termination. A micro-objective initiates if it is not currently active and
(ht, st) ∈ φi, when an associated timer ti is also initiated. A micro-objective terminates if it is currently active and (ht, st) ∈ ψi,
upon which a return of 1 is received. It also terminates if ti ≥ Ti or the task terminates, upon which a return of 0 is received, and ti
is reset. Note that t and T are the time step and time horizon for the task, whereas ti and Ti are the time step and time horizon for the
micro-objective. vπψi,Ti

(φi|µ) is defined as the expected return the ith micro-objective receives starting from initial state distribution
µ following policy π. For example, suppose that the task always starts from s0 (i.e., µ(s0) = 1), and the micro-objective is active

2A maximal element of a subset X of some partially ordered set is an element of X that is not smaller than any other element in X .
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three times (in sequence) before task termination if policy π is followed, with the return of 0, 0 and 1, respectively, then vπψi,Ti
(φi|µ)

is 1
3 (0 + 0 + 1) = 1

3 . Although this particular form of value function is similar to the generalized value function (GVF) proposed by
Sutton et al. [Sutton et al., 2011] in the sense that both have their own initiation, termination and return, it is a rather different concept.
Unlike a GVF which is associated with a target policy, and can be interpreted as the answer to a question regarding the target policy;
the value function of a micro-objective is parameterized by the global control policy, and is an evaluation of the global policy with
respect to one aspect of the task. This becomes clearer when we consider the fact that the value function for a micro-objective is
conditioned on the initial state distribution of the task. As a result, the value functions of the micro-objectives appear in the global
RL objective, while it is not obvious how GVFs can be used in the RL task specification.

Formally, a micro-objective RL problem is an episodic task represented by the 8-tuple (S,A, P, µ, ψ, T, [(φ1, ψ1, T1), ..., (φi, ψi, Ti),
..., (φk, ψk, Tk)],�), where S, A, P , µ are the state space, action space, transition probabilities, and initial state distribution as usual.
ψ ⊂ S is the terminal states of the task, and T is the time horizon. The task terminates whenever t ≥ T , or a state in ψ is reached.
(φ1, ψ1, T1) to (φk, ψk, Tk) are the k micro-objectives as described above. Let vπ = [vπψ1,T1

(φ1|µ), vπψ2,T2
(φ2|µ), ..., vπψk,Tk

(φk|µ)]

be the value functions for all objectives, and V Π = {vπ|π ∈ Π} be the set of all realizable value functions by policies in Π, � is a
partial order defined on V ΠHR . Similar to multi-objective RL, the goal is to find the policies π ∈ Π such that vπ is a maximal element
of V Π. However, the multi-objective RL formulation introduced in Section 2.2 does not subsume micro-objective RL. For one thing,
there is no notion of objective termination in multi-objective RL. It can be shown that the optimal policy for micro-objective RL is in
general history-dependent and random, which we omit due to the space limit.

3.2 Relation with Hierarchical RL

Hierarchical RL [Barto and Mahadevan, 2003] refers to RL paradigms that exploits temporal abstraction to facilitate learning,
where the higher level policy selects ‘macro’ actions that in turn ‘call’ the lower level actions. Notable Hierarchical RL approaches
include the options formalism [Sutton et al., 1999], hierachical abstract machines (HAM) [Parr and Russell, 1997], the MAXQ
framework [Dietterich, 2000], and feudal RL [Dayan and Hinton, 1992]. However, in none of these frameworks does the specification
for temporal abstraction appear in the global RL objective. As a result, there is no clear measure on how well each temporally
abstracted action should be learned, and how important they are compared to the goal of the high-level task. The micro-objective
formulation is designed to allow temporal abstraction to be expressed as micro-objectives, therefore building the bridge between
‘objectives’ and ‘options’. To see this, recall that a micro-objective has an initiation set φi and a termination set ψi, corresponding
to the initiation set I ⊂ S and termination condition β : S → [0, 1]R of an option. If the initiation set I and the goal states 3

of an option coincide with the initiation set φi and the termination set ψi of a micro-objective, then the micro-objective can be
thought of as a measure of how important this option is. To be more concrete, consider the following task where the initial state is
s0, the goal state is s1, and ψ is a set of intermediate states. o0 is a hypothetical (might not exist, and is to be learned if needed)
option that takes the agent from s0 to s1 without passing through ψ. Similarly, o1 is a hypothetical option from s0 to ψ, and o2 is
a hypothetical option from ψ to s1. Such a task can be a taxi agent at location s0 driving a passenger from a pick-up location ψ
to a destination s1, in which case we can define two micro-objectives ({s0}, ψ, T1) and (ψ, {s1}, T2), corresponding to o1 and o2

respectively. In this example, a micro-objective for o0 is not needed, because passing though ψ is required. The value function is thus
vπ = [vπψ,T1

({s0}|µ(s0) = 1), vπ{s1},T2
(ψ|µ(s0) = 1)], and the partial order can be defined as vπ � vπ

′ ⇐⇒ vπψ,T1
({s0}|µ(s0) =

1) ≤ vπ
′
ψ,T1

({s0}|µ(s0) = 1) ∧ vπ{s1},T2
(ψ|µ(s0) = 1) ≤ vπ

′
{s1},T2

(ψ|µ(s0) = 1). Another possible scenario for such a task
would be an agent navigating through a maze, and ψ is only some heuristics. In this case, the only important micro-objective is
({s0}, {s1}, T3), which corresponds to option o3. o1 and o2 are only there to help exploration. Let vπ = [vπψ,T1

({s0}|µ(s0) =

1), vπ{s1},T2
(ψ|µ(s0) = 1), vπ{s1},T3

({s0}|µ(s0) = 1)], the partial order can be defined as

vπ � vπ
′ ⇐⇒ vπ{s1},T3

({s0}|µ(s0) = 1) < vπ
′
{s1},T3

({s0}|µ(s0) = 1) ∨
(
vπ{s1},T3

({s0}|µ(s0) = 1) = vπ
′
{s1},T3

({s0}|µ(s0) = 1)∧

vπψ,T1
({s0}|µ(s0) = 1) ≤ vπ′ψ,T1

({s0}|µ(s0) = 1) ∧ vπ{s1},T2
(ψ|µ(s0) = 1) ≤ vπ′{s1},T2

(ψ|µ(s0) = 1)

)

3.3 Generality

We briefly discuss the generality of the micro-objective RL formulation. Since the state space, action space and transition probabilities
are the same as in a MDP, our only concern is whether micro-objectives, together with the partial order can imply an arbitrary optimal
policy. If for any stationary deterministic policy π∗ and any Markov dynamics (S,A, P ), there exists a partial order and a set of micro-
objectives such that π∗ is optimal, then we can cast any single-objective RL problem into an equivalent micro-objective problem.
Now we show that micro-objective RL can indeed imply an arbitrary stationary deterministic policy π∗ ∈ ΠSD. Let s1, s2, ...s|S| be
an enumeration of the finite state space S, we define |S|micro-objectives vπ{(h,sj ,π∗(sj))|h∈H},1({(h, sj)|h ∈ H}|µ), j = 1, 2, ..., |S|,
which, with abuse of notation, we write as vπj . In other words, for each state s ∈ S we define an event: taking π∗(s) in s. If we

3Options do not need to have goal states. This is an intentional oversimplification to illustrate the idea.
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further define the partial order as vπ � vπ
′ ⇐⇒ vπ1 ≤ vπ

′
1 ∧ ... ∧ vπ|S| ≤ vπ

′
|S|, then π∗ is optimal for this micro-objective RL task.

Therefore, given enough micro-objectives, the micro-objective formulation is at least as general as the standard RL formulation.

4 Discussions

We introduced micro-objective RL, a general RL formalism that not only solves the problem of standard RL formulation that only
the expectation is considered, but also allows temporal abstraction to be incorporated into the global RL objective. Intuitively, this
micro-objective paradigm bears more resemblance to how humans perceive a task — it is hard for a human to tell what reward they
receive at a certain time, but it is relatively easy to tell how good a particular combination of events is. Ongoing research topics
include effective algorithms for micro-objective RL, and compact representation of similar micro-objectives.
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Abstract

In this work, we investigate the use of Randomized Least-Squares Value Iteration (RLSVI), a recently proposed rein-
forcement learning algorithm, for learning treatment policies in mobile health. RLSVI uses a Bayesian approach to learn
action-state value functions and then selects subsequent actions using the posterior distribution of this learned function.
An important challenge in mobile health is to learn an optimal policy, that is, which treatment (usually in the form of a
mobile notification) to provide a user in a given state. Providing too few notifications defeats the purpose of the inter-
vention, while bombarding with too many notifications increases the burden of the user and reduces the effectiveness
of the treatment. Learning a policy for a user is not easy and must be done efficiently to avoid user disengagement.
To do this requires a delicate balance of exploration and exploitation. The goal of this research is to develop an online
algorithm for mobile health that can learn and update the treatment policy efficiently and continuously. We consider
policies for a binary action: sending a notification to the user (pinging) or refraining from any action (waiting). We first
test the original, finite-horizon RLSVI algorithm on a testbed that reflects a simplified mobile health setting, for a two-
dimensional state space over a finite time horizon. Notifying the user accumulates quantities of short-term reward at
the expense of decreased potential total reward, while waiting accumulates no reward but increases the potential total
reward in the future. We then develop and test a continuing task extension of RLSVI that is more relevant to mobile
health problems in the real world and show that for both episodic and continuing tasks, RLSVI performs more robustly
than an algorithm employing least-squares value iteration (LSVI) to learn the action-state value function while selecting
actions in an epsilon-greedy manner.

Keywords: mobile health, user notification, treatment policies, randomized
value iteration, continuing task
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1 Introduction

With the rise in popularity of mobile devices and wearable technology, it is now possible to deliver behavioral treatments
in situ (usually in the form of a mobile notification). In mobile health, one of the most important aspects of delivering
treatment is learning which treatment is best to provide a user in a given state. Intuitively, providing too few mobile
notifications may defeat the purpose of the treatment, while bombarding with too many notifications may increase a
sense of burden on the user and reduce the effectiveness of the treatment. Reinforcement learning (RL) can be used
to learn policies for delivering treatment that balance this trade-off for each user. However, the application domain of
mobile health presents a number of particular challenges. The biggest challenge is the importance of efficient learning.
Because the nature of reinforcement learning algorithms requires the agent to interact frequently with the environment,
the very act of collecting data can cause users to lose interest, leading to disengagement and diminishing the efficacy
of the intervention. Another feature of mobile health is the need for online learning as a continuing task. Unlike many
problems for which training is done offline or in episodes, restarting is not an option in mobile health.

There is a growing body of work which uses RL to learn treatment policies for mobile health. The majority of these have
either applied bandit-type algorithms that optimize only for immediate reward [1, 2], or modelled future reward with
little focus on efficient exploration [3, 4]. This is problematic since greedy, bandit-type algorithms do not balance the
reward obtained vs. the burden incurred by treatment. In the reinforcement learning literature, efficient exploration has
been an important topic of study; however, much of this has been in the context of episodic learning [5, 6], which is less
applicable to many problems in mobile health that occur in a continuing task setting. Relevant to our work are methods
based on posterior sampling, in particular RLSVI [7], which have been shown to explore efficiently across a large class of
finite-horizon problems. RLSVI performs posterior sampling of value functions in a least-squares estimation framework,
and was shown to be provably more efficient in tabular learning than epsilon-greedy or Boltzmann exploration [7].

This paper studies the applicability of the finite-horizon RLSVI algorithm from [7] to mobile health as a method of
efficient exploration, and introduces an extension of the algorithm from its original episodic setting to a continuing task
setting. We evaluate the original, finite-horizon RLSVI algorithm using a simulation testbed that reflects a simplified
mobile health setting, and we also propose and evaluate a continuing task extension of RLSVI that is more representative
of mobile health problems in the real world. We confirm prior findings that RLSVI does indeed outperform LSVI in
the episodic, finite-horizon case and also establish RLSVI as performing more robustly than LSVI over a wide range of
hyperparameters, in both the episodic and continuing task settings for mobile health.

2 Methods

The goal of this work is to develop an online algorithm that can efficiently learn a policy for determining optimal times to
deliver treatment in mobile health. The policy must avoid incurring high burden on the user due to the nature of mobile
health problems described in Sec. 1. We define the notion of two types of burden: short-term and long-term. Short-term
burden is caused by a single notification or treatment that affects the user temporarily, while long-term burden is caused
by the total treatment that the user has undergone which causes them to be less sensitive to future treatments. We define
the burden size to be a measure of the user’s sensitivity to treatment, which corresponds to the quantity of short-term
burden accumulated upon receiving a notification.

In this section, we present an approach for efficiently learning treatment policies in mobile health that balance achieving
reward (e.g. desired behavior) vs. incurring too much burden. We investigate two settings: the finite-horizon setting
and the continuing task setting. First, we describe how we apply the finite-horizon RLSVI algorithm of [7] to an episodic
testbed that reflects a simplified mobile health setting. We then propose an extension of RLSVI to the continuing task
setting, using a testbed that models the typical non-restarting nature of mobile health problems.

2.1 Finite horizon

While treatment delivery in mobile health is more appropriately modelled as a continuing task in most situations, we can
model the problem using a finite horizon when it is reasonable to assume that there are no considerable long term effects.
We can imagine a simple scenario in which the user follows a daily “routine” which resets every day, such that learning
can occur episodically at the end of each day. Under the finite-horizon assumption, the RLSVI algorithm proposed in
[7] can be used. Here, we describe our problem setup in the finite-horizon setting, and our use of RLSVI to enable more
efficient learning.

Problem setup. Following the intuition described above, let H denote the finite horizon length corresponding to the
episodic time before a reset in the mobile health problem. We model the problem using a two-dimensional state capturing
a user’s level of short-term and long-term burden, respectively. Specifically, we define the state at timestep t of episode
l to be (s

(0)
l,h , s

(1)
l,h) ∈ {0, . . . ,Hd} × {0, . . . ,H}. The initial state resets to (0, 0) at the beginning each episode. At each

timestep of each episode, an action al,h ∈ {0, 1} is selected, where 1 corresponds to pinging the user with a mobile

1
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notification and 0 corresponds to waiting (no ping). We define a deterministic transition function T (s, a) = s′ such that
(s

(0)
l,h+1, s

(1)
l,h+1) = T ((s

(0)
l,h , s

(1)
l,h), 1) = (s

(0)
l,h + d, s

(1)
l,h + 1) when a ping action is taken and (s

(0)
l,h+1, s

(1)
l,h+1) = T ((s

(0)
l,h , s

(1)
l,h), 0) =

(max(0, s
(0)
l,h − 1), s

(1)
l,h) when a wait action is taken. Intuitively, pinging has an increasing effect on both short and long-

term burden, while waiting allows the user to recover from the burden. We also define a reward functionR((s(0), s(1)), a)

such that R((s(0), s(1)), 0) = 0 given a wait action and R((s(0), s(1)), 1) = r−s
(0)

0 r−s
(1)

1 given a ping action, for fixed
r0 ≥ 1, r1 ≥ 1. The reward observed from taking action al,h in state (s

(0)
l,h , s

(1)
l,h) is then rl,h = R((s

(0)
l,h , s

(1)
l,h), a) + ε, where

ε ∼ N (0, σ2
true) is random noise with true standard deviation σtrue.

Algorithm 1: Continuing task RLSVI
Input: Features Φ(si, ai), ri : i < t, λ > 0, σ > 0, H > 0

Output: θ̃t,0, ...θ̃t,H−1
for h = H − 1, ..., 1, 0 do

Generate regression problem A ∈ R(t−H+1)×K , b ∈ Rt−H+1:
for i = 0, 1, ..., t−H do

Ai ← Φ(sh+i, ah+i)

bi ←
{
rh+i + maxα

(
Φθ̃t,h+1

)
(sh+i+1, α) if h < H − 1

rh+i if h = H − 1

end
Bayesian linear regression for the value function

θ̄t,h ← σ−2
(
σ−2ATA+ λI

)−1
AT b

Σt,h ←
(
σ−2ATA+ λI

)−1

Sample θ̃t,h ∼ N (θ̄t,h,Σt,h) from Gaussian posterior
end

Algorithm 2: Policy learning procedure for continuing tasks
Input: Features Φ; σ > 0, λ > 0, H
for t = 0, 1, 2, ... do

if t ≤ H − 1 then
Use random θ̃t,0, θ̃t,1, ..., θ̃t,H−1 ∼ N (0, 1/λ)

else
Obtain θ̃t,0, ..., θ̃t,H−1 from Algorithm 1

end

Sample at ∈ arg maxα∈A
(

Φθ̃t,0

)
(st, α)

Observe rt and st+1

end

RLSVI. In order to learn treatment policies for this
mobile health problem, we use the RLSVI algorithm
introduced in [7] for the finite-horizon setting. RLSVI
has been shown to enable more efficient learning
through randomized sampling of value functions (as
opposed to actions), in a least-squares value iteration
framework. More specifically, the RLSVI algorithm
uses a matrix of basis functions Φ to represent the
state-action space. It then performs Bayesian linear
regression to approximate the value function at each
timestep of the finite horizon, starting with the last
timestep: h = H − 1, ..., 1, 0. At each timestep, ob-
served data from previous episodes for that particu-
lar timestep is used to perform the linear regression,
and the resulting parameter mean and covariance
matrix is used to sample a value function that will
be used in determining the action at that timestep in
the next episode.

2.2 Continuing task

While the finite-horizon testbed is a good starting
point for verifying the efficacy of RLSVI, it is not di-
rectly applicable to mobile health problems where
learning must be continuous and online. Although
temporal factors and user routines still exist, it is
naive to assume that the user state does a complete
“reset” every day. For our continuing task simula-
tions, we use a similar setup to the finite-horizon
setting, except that training is continual rather than
episodic, and for a given state, the level of long-term
burden is determined by the number of pings in a
fixed memory window of length T of previous ac-
tions, rather than all previous actions (due to the infinite nature of the problem). Instead of the time horizon, we let
H be the lookahead horizon on which to perform value iteration, then use the value function corresponding to the first
step of the lookahead horizon to determine the next action.

Problem setup. To model the continuing task, we now no longer have an episode length or restarts to the initial state
at the beginning of each episode. Instead, we define a memory window T , which is the time window over which long-
term burden can accumulate. Our two-dimensional state at each timestep t is now (s

(0)
t , s

(1)
t ) ∈ {0, . . . , d(T + 1)} ×

{0, . . . , T}. At each timestep, an action at ∈ {0, 1} is selected. As in the finite-horizon setting, 1 corresponds to pinging
the user with a mobile notification and 0 corresponds to waiting (no ping). Our deterministic transition function is
Tinf (s, a) = s′ such that (s

(0)
t+1, s

(1)
t+1) = Tinf ((s

(0)
t , s

(1)
t ), 1) = (min(s

0)
t + d, d(T + 1)), pt) when a ping action is taken and

(s
(0)
t+1, s

(1)
t+1) = Tinf ((s

(0)
t , s

(1)
t ), 1) = (max(0, s

(0)
t − 1), pt) when a wait action is taken, where pt =

∑t
i=max(0,t−T+1) 1ai=1

is the number of pings in the memory window of the last T timesteps (including action at). We use the same reward
function R((s(0), s(1)), a) defined in the finite-horizon problem such that for a given state (s

(0)
t , s

(1)
t ), the reward observed

from taking action at is rt = R((s
(0)
t , s

(1)
t ), at) + ε, where ε ∼ N (0, σ2

true) is random noise.

Extending RLSVI for use with continuing tasks. In order to use RLSVI for the continuing task setting that is prevalent
in mobile health, we extend it from finite to infinite horizon as presented in Algorithm 1. The full learning algorithm for
continuing tasks is presented in Algorithm 2. Our extension still retains roughly the same structure as the RLSVI algo-
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rithm in [7]; however, we make two important modifications: since the problem is no longer episodic, rolling lookaheads
of length H are used in place of the length H episodes in [7], and the value functions approximate the expected total
reward over the next H time steps for each state. For initial timesteps t = 0, ...,H − 1, random actions are taken to accu-
mulate observations. Then as described in Algorithm 2, at every subsequent timestep t = H and onwards, Algorithm 1
is used to output H policies θ̃t,h for h = H − 1, ..., 0, corresponding to each step of the length-H lookahead. The policy
θ̃t,h is obtained through Bayesian linear regression as in the finite-horizon case; however, due to the lack of episodes, the
parameter mean and covariance matrix θ̄t,h,Σt,h are computed using observations from the hth step of all previously
observed stretches of length-H consecutive timesteps. At timestep t, there are a total of t−H previously observed such
length-H “episodes” i, so row Ai of matrix A contains the observed feature vector for timestep i + h, while element bi
of regression target vector b is the expected total reward over the next H steps. When h = H − 1, regression target bi is
determined using the policy θ̃t−1,H−1 obtained from RLSVI at the previous timestep t−1; for all other h, bi is determined
using the policy θ̃t,h+1. While this procedure corresponds to computing policies looking H timesteps into the future, the
next action at is always selected using only the policy θ̃t,0 corresponding to the first timestep of the lookahead. To sum-
marize, we solve the continuing task problem by formulating it as a series of finite-horizon problems which use rolling
lookaheads of length H . Our formulation is motivated in spirit by algorithms in model predictive control which perform
iterative, finite-horizon planning over short time scales in complex systems.

3 Experiments

In this section, we present experiments evaluating RLSVI in the finite-horizon and continuing task settings for mobile
health, using simulation testbeds built to model these settings.

Baseline. We compare with Least-Squares Value Iteration (LSVI) with ε-greedy exploration as our baseline in these
experiments. LSVI has the same framework as RLSVI in that it performs linear regression to compute the approximation
of expected future reward at each timestep using observed data from previous episodes. However rather than sampling
from a posterior distribution, LSVI uses the mean obtained from the linear regression as the estimate for the expected
future reward, and thus has no built-in exploration. Therefore ε-greedy must be used in addition to LSVI to encourage
exploration. We experiment with different ε values in our simulations. See [7] for a juxtaposition of LSVI and RLSVI.

Implementation details. For all simulations, we use one-hot vector representations of the state-action space as our
feature matrix Φ and reward standard deviation σtrue = 0.01. For the initial episodic finite-horizon simulations, we used
a time horizon of H = 16 for burden size d = 3 and reward decay rates r0 = 1.5, r1 = 1.0 for the reward function,
modeling a treatment with no long-term burden effects. Finite-horizon simulations were run for 1000 episodes of 16
timesteps each. In the continuing task simulations, we consider burden size d = 3, memory window T = 4, lookahead
horizon H = 8, and reward decay rates r0 = 1.5, r1 = 1.2 for the reward function, modeling a treatment where long-term
burden effects are now present. We run all continuing task experiments for 10000 timesteps and used discount factor
γ = 0.95. For all experiments, a fixed random seed was used over all hyperparameters for a given trial to allow for
comparability.

Evaluation. To compare RLSVI and LSVI, we evaluate performance over a broad range of hyperparameters using two
metrics: the final reward obtained after the end of the learning process, and the mean-squared error of the total reward
obtained by the learned policy as compared to the optimal policy. The final reward is calculated by taking the average
total reward obtained in the last 100 episodes (in the finite-horizon case) or last 100 timesteps (in the continuing task
case). The MSE is computed as (r − ropt)2 + 1

N

∑N
n=1(rn − r)2, where N is the number of trials that were performed, rn

is the total reward obtained in the nth trial, r is the mean total reward averaged over N trials, and ropt is the maximum
reward achievable using the optimal policy.

3.1 Finite horizon

We first analyze our results for the finite-horizon setting. As discussed in Sec. 2.1, this is a simpler setting corresponding
to problems in mobile health with little to no long term effects, and also provides useful intuition for comparing RLSVI
and LSVI. Using our testbed for this setting, the optimal policy achieves a final reward of 4.67. Considering the MSE
metric, RLSVI achieves a lowest MSE of 3.53 · 105 and final reward 4.25 with hyperparameters (λ, σ) = (1, 0.1), while
LSVI achieves a lowest MSE of 3.91 · 105 and final reward 4.28 with (λ, ε) = (10−5, 0.1). Considering the highest final
reward metric, RLSVI attains the optimal policy reward of 4.67 with MSE 1.48·106 using (λ, σ) = (0.1, 0.01), while LSVI is
not able to learn the optimal policy reward and only obtains final reward 4.28 with MSE 3.91·105 using (λ, ε) = (10−5, 0.1).
For the hyperparameters that achieve low MSE, RLSVI sacrifices some exploration to achieve the low MSE, and therefore
RLSVI and LSVI both achieve similar MSE and final reward. However, for the hyperparameters that achieve high final
reward, RLSVI has higher MSE because the initial 500 episodes are a period of high exploration and lower rewards,
which allows the algorithm to learn the optimal policy while LSVI does not. From Figure 1, we can also see that overall,
RLSVI performance is more robust over different parameter values compared to LSVI, which seems to perform poorly
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(a) Final reward achieved for LSVI (left) vs.
RLSVI (right) (b) MSE for LSVI (left) vs. RLSVI (right)

Figure 1: Finite-horizon simulation results (burden size d = 3, horizon H = 16)

(a) Final reward achieved for LSVI (left) vs.
RLSVI (right) (b) MSE for LSVI (left) vs. RLSVI (right)

Figure 2: Continuing task simulation results (burden size d = 3, lookahead H = 8, window T = 4)

for epsilon values besides 0.1. This is significant in mobile health as the optimal hyperparameters are not known before
clinical trials begin, and thus it is important for algorithms to be robust and effective across a large range of parameters.

3.2 Continuing tasks

In the continuing task setting, we observe similar behavior in comparing RLSVI vs. LSVI. For reference, the average final
reward obtained by the optimal continuing task policy is 0.2083. Considering the MSE metric, RLSVI achieves a lowest
MSE of 9.35 · 104 and final reward 0.1915 with (λ, σ) = (2, 10−4), while LSVI achieves a lowest MSE of 4.71 · 104 and final
reward 0.1947 with (λ, ε) = (10−3, 0.1). Considering the highest final reward metric, RLSVI attains final reward 0.2041,
almost the optimal reward, with MSE 1.18 · 105 using (λ, σ) = (0.05, 0.1), while LSVI does not quite achieve optimal final
reward and attains 0.1951 with MSE 9.62 · 104 using (λ, ε) = (1, 0.1). Due to the explorative nature of RLSVI, the MSE
of RLSVI tends to be higher than LSVI, but we observe that Figure 2 again illustrates the improved robustness of RLSVI
over different hyperparameters, compared to LSVI.

4 Conclusion

In this paper, we both investigated the application of finite-horizon RLSVI to mobile health, and introduced an exten-
sion of RLSVI for continuing tasks that is able to learn continuously rather than episodically and therefore model the
more prevalent and complex continuing task setting in mobile health. In simulation experiments for these mobile health
problems, we showed that RLSVI outperforms LSVI and is additionally more robust than LSVI on both finite and contin-
uing task problems over various hyperparameters. We intend to continue investigating the extended RLSVI algorithm
for continuing tasks on increasingly larger state spaces and testing it using non-stationary rewards and higher noise
environments, with the aim of applying it to a continuing task mobile health problem in an ongoing real-world study.
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Abstract
People’s reliance on suboptimal heuristics gives rise to a plethora of cognitive biases in decision-making including the present bias,
which denotes people’s tendency to be overly swayed by an action’s immediate costs/benefits rather than its more important long-term
consequences. One approach to helping people overcome such biases is to teach them better decision strategies. But which strategies
should we teach them? And how can we teach them effectively? Here, we leverage an automatic method for discovering rational
heuristics and insights into how people acquire cognitive skills to develop an intelligent tutor that teaches people how to make better
decisions. As a proof of concept, we derive the optimal planning strategy for a simple model of situations where people fall prey to the
present bias. Our cognitive tutor teaches people this optimal planning strategy by giving them metacognitive feedback on how they
plan in a 3-step sequential decision-making task. Our tutor’s feedback is designed to maximally accelerate people’s metacognitive
reinforcement learning towards the optimal planning strategy. A series of four experiments confirmed that training with the cognitive
tutor significantly reduced present bias and improved people’s decision-making competency: Experiment 1 demonstrated that the
cognitive tutor’s feedback can help participants discover far-sighted planning strategies. Experiment 2 found that this training effect
transfers to more complex environments. Experiment 3 found that these transfer effects are retained for at least 24 hours after the
training. Finally, Experiment 4 found that practicing with the cognitive tutor can have additional benefits over being told the strategy
in words. The results suggest that promoting metacognitive reinforcement learning with optimal feedback is a promising approach to
improving the human mind.

Keywords: cognitive training; planning; metacognitive reinforcement learning; cognitive plasticity
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1 Introduction

Research on heuristics and biases has identified many ways in which human judgment and decision-making might be sub-optimal
(Tversky and Kahneman, 1974). For instance, decision-makers often partly or entirely neglect the long-term consequences of their
choices while being overly swayed by their immediate costs or benefits in the present. This phenomenon is known as the present bias
(O’Donoghue and Rabin, 1999) and gives rise to procrastination, impulsivity, and poor economic decisions, such as people’s failure
to save for retirement. Interventions that help people overcome present bias could thus confer significant benefits to individuals,
organizations, and society.

Two of the main challenges for improving the human mind are a) discovering effective cognitive strategies, and b) teaching them
effectively so that people will apply them in everyday life. Our recent work has begun to address the first problem by developing
automatic methods for deriving resource-rational cognitive strategies (Lieder and Griffiths, 2019; Lieder et al., 2017). Here, we
address the second problem by developing and evaluating a cognitive tutor that teaches people far-sighted planning strategies.

We start by introducing the experimental paradigm we use to observe and intervene on the decision strategies that might give rise to
the present bias. We then derive a resource-rational planning strategy for overcoming the present bias. Next, we present a cognitive
tutor that teaches people this cognitive strategy via a metacognitive feedback mechanism. Finally, we evaluate our cognitive tutor in
a series of experiments and discuss our findings and directions for future work.

2 Measuring present bias with the Mouselab-MDP paradigm

Previous work has inferred present bias from the choices that people make. But the underlying mechanisms remain to be elucidated.
Here, we use a recently developed process-tracing paradigm (Callaway et al., 2017) to measure the decision strategies that might give
rise to present bias. Making future-minded decisions requires planning. Planning, like all cognitive processes, cannot be observed
directly but has to be inferred from observable behavior. To be able to give people feedback on the quality of their planning strategies
we therefore draw on the Mouselab-MDP paradigm (Callaway et al., 2017) illustrated in Figure 1a and 1c to make people’s behavior
more diagnostic of their planning strategies. This paradigm externalizes people’s beliefs and planning operations as observable states
and actions (Callaway et al., 2018,1). Inspired by the Mouselab paradigm (Payne et al., 1993), it uses people’s mouse-clicking as
a window into their planning. Participants are presented a series of route planning problems where each location (the gray circles)
harbors a gain or loss. These potential gains and losses are initially occluded, corresponding to a highly uncertain belief state. The
participant can reveal each location’s reward by clicking on it and paying a fee of $1.

The key property of situations in which present bias impairs human decision-making is the misalignment between immediate reward
and long-term value. As an illustration of this problem, consider the choice between beginning work on a manuscript and watching
a YouTube video. Staring at a blank page might make you feel anxious in the short run, but you will feel very satisfied when you
submit the paper for publication months later. By contrast, the YouTube video will give you immediate joy but you might later come
to regret the wasted time. To make good decisions in situations like this, people have to look beyond the salient immediate rewards,
set a goal for the future, plan how to achieve it, and execute the plan. What makes this far-sighted approach worthwhile is that the
range of outcomes that can be obtained by a concerted sequence of actions over an extended period of time is much larger than the
range of rewards that can be attained immediately.

To capture this aspect of many real-world situations within the Mouselab paradigm, we constructed 3-step sequential decision envi-
ronments where the range of rewards increases from the first step to the second step and was largest in the third step. In each episode,
rewards are independently drawn from discrete uniform distributions; in the first step the possible values were {−4,−2,+2,+4}; in
the second step the possible values were {−8,−4,+4,+8}; and in the third step the possible values were {−48,−24,+24,+48}. To
plan their actions participants can uncover the rewards at each location by clicking on it for a fee of $1 per click. This captures that
the decision-maker’s time is costly.

Recording the clicks people make in this paradigm allows us to detect whether their decisions are swayed by present bias. That is, if
a participant only inspects the immediate outcomes of the first step while ignoring the outcomes of the second step and the third step,
then we know that their decision was affected by present bias. Conversely, if a participant looks at the potential final outcomes in
the third step while ignoring the immediate outcomes, we can be confident that they were not swayed by present bias. Our paradigm
thereby allows us to i) observe the maladaptive heuristics that give rise to present bias, and to ii) trace whether and how they improve
in response to interventions. To develop an effective intervention, the next section derives the optimal planning strategy for the
environment modelled by this paradigm.

3 Discovering optimal planning strategies that counter present bias

Teaching clever heuristics is a promising approach to improving decision-making (Gigerenzer and Todd, 1999; Hertwig and Grüne-
Yanoff, 2017). But which heuristics should be taught and how can we discover such heuristics? The theory of resource-rationality
provides a mathematically precise definition of optimal heuristics (Lieder and Griffiths, 2019). In essence, the optimal heuristic for a
decision-maker to use in a given environment achieves the best possible tradeoff between the expected utility of the resulting decision
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and the expected opportunity cost of its execution. In the Mouselab-MDP paradigm, heuristics can be expressed as rules for deciding
where to click given which information has already been revealed, when to stop clicking, and where to move given the information
that has been uncovered. In previous work, we derived the optimal planning strategies for several Mouselab-MDP environments by
solving metalevel MDPs using backward induction (Callaway et al., 2018).

In particular, Callaway et al. (2018) found that the resource-rational planning strategy for the environment described in Section 2 is
to first set a goal by evaluating potential final destinations. As soon as inspecting a potential final destination uncovers the highest
possible reward (+48), the optimal strategy selects the path that leads to it and terminates planning. If all potential final destinations
have been inspected and one was revealed to be better than all the others, then the optimal strategy immediately decides to go
there; else the optimal strategy inspects additional nodes located immediately before those most promising final destination and then
chooses the path that is most promising according to the revealed information (and stops planning as soon as one path is revealed to
be as good as possible). Having discovered this optimal planning strategy, we now present a cognitive tutor that teaches it to people.

4 Countering present bias with cognitive tutoring

We developed a cognitive tutor that teaches cognitive strategies by giving people metacognitive feedback. Our tutor’s pedagogy is
based on findings suggesting that people learn how to decide at least partly from the rewards and punishments they experience as
a consequence of their decisions (Krueger et al., 2017; Lieder and Griffiths, 2017). This evidence for metacognitive reinforcement
learning suggests that it should be possible to apply methods that have been developed to accelerate model-free reinforcement
learning in robots– such as reward shaping (Ng et al., 1999)– to accelerate metacognitive learning in people. Following this line of
reasoning, we used the following reward shaping method to generate optimal feedback signals for accelerating the process by which
people learn how to make better decisions:

1. Model the cognitive function to be improved (i.e., planning) and the available cognitive operations (e.g., simulating the
outcome of taking a certain action in a certain state) and their costs as a metalevel Markov Decision Process (MDP).

2. Compute the values of the computations c people might perform in different belief states b (i.e., the state-action value
function Qmeta(b,c)) by solving the metalevel MDP.

3. Let people practice the cognitive function to be improved and infer their computations from process tracing data.

4. Score people’s inferred computations by

score(b,c) = Q̂meta(b,c)−max
c

Q̂meta(b,c). (1)

5. Translate score into reinforcement and a feedback message.

We completed Step 1 and Step 2 in previous work (Callaway et al., 2018). Step 3 is accomplished by using the Mouselab-MDP
paradigm to measure people’s planning operations. Finally, the feedback signal computed in Step 4 is translated into a delay penalty
of 2− score seconds if the participant made an error or 0 seconds if their planning operation was optimal. The resulting feedback is
given immediately after each click.

The cognitive tutor shown in Figure 1a integrates this feedback mechanism into the Mouselab-MDP paradigm and augments it with
demonstrations of the optimal strategy described in Section 3. That is, the tutor’s feedback has two components: i) a delay penalty
whose duration communicates how sub-optimal the participant’s planning operation was, and ii) a hint about what the optimal strategy
would have done differently. Concretely, if the tutee makes an error then the planning operation that the optimal strategy would have
performed instead is highlighted in blue (see Figure 1a). By contrast, when participants respond correctly, then they are told that they
did a good job and can move on to the next click immediately.

5 Results

We evaluated our cognitive tutor in four online experiments that were run on Amazon Mechanical Turk. For each of these experiments
we recruited about 50 participants per condition. Participants were paid performance-based bonuses.

In the control condition of each experiment, participants solved 31 different 3-step sequential decision problems in a plain version
of the Mousleab-MDP paradigm shown in Figure 1a. Inspecting the recorded click sequences revealed that 38% of the participants
in the control condition exhibited the present bias on the first trial. We identified three distinct planning strategies that gave rise
to the present bias: i) a myopic satisficing strategy that inspects the immediate outcomes of alternative actions until it encounters
a positive outcome and then immediately chooses the corresponding action, ii) a myopic maximizing strategy that inspects each
action’s immediate outcomes and then chooses the action with the best immediate outcome, and iii) an overly frugal myopic strategy
that inspects only a single immediate outcome and nothing else.

Experiments 1-3 employed a between-subjects pre-post design comparing the effects of practicing the task with versus without the
cognitive tutor. In Experiment 1, the pre-test, training, and post-test blocks all employed the same 3-step planning task shown in
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Training Transfer
a c

b d

Figure 1: (a) Example feedback from the cognitive tutor in the training phase. (b) Participants learn to achieve high scores faster with
the tutor’s feedback. (c) A more difficult transfer problem. Feedback is not given in either condition. (d) Participants who received
feedback in the training phase outperform control participants when tested immediately or after a 24 hour delay.

Figure 1a. We found that the tutor’s metacognitive feedback significantly improved our participants’ learning (see Figure 1b) and led
to significantly higher post-test performance (36.2 $/trial vs. 24.6 $/trial, t(2258) = 10.7, p< 0.0001).

To elucidate how these improvements in performance were accomplished, we inspected how the prevalence of different types of
strategies changed over time in the presence versus absence of optimal metacognitive feedback. We found that, over time, participants
in the control condition slowly developed more adaptive planning strategies. In this process the prevalence of near-optimal goal-
setting strategies increased from only 0.0% in the first trial to 26.4% after 30 trials (χ2(1) = 16.1, p < .0001). Conversely, the
prevalence of the sub-optimal strategies giving rise to present bias dropped from 37.7% to 9.4% (χ2(1) = 11.8, p = .0006) and the
prevalence of acting impulsively without any planning decreased from 33.9% to 26.4% (χ2(1) = 0.72, p = .3974). As shown in
Figure 2, our tutor’s optimal feedback amplified both of these changes, thereby increasing the the prevalence of near-optimal goal
setting from 0.0% to 50.9% (χ2(1) = 34.9, p < .0001) while decreasing the prevalence of short-sighted decision strategies from
45.1% to 0.0% (χ2(1) = 29.7, p < .0001) and the prevalence of impulsive choices from 29.4% to 5.9% (χ2(1) = 9.7, p = .0018).
Critically, we found that the feedback of our cognitive tutor significantly increased the proportion of people who discovered the
far-sighted goal setting strategy from 26.4% to 50.9% (χ2(1) = 6.63, p = .0100) and significantly decreased the eventual prevalence
of the maladaptive short-sighted strategies from 9.4% to 0.0% (χ2(1) = 5.05, p = .0246) and the prevalence of the maladaptive
impulsive strategy from 26.4% to 5.9% (χ2(1) = 8.01, p = .0046). Furthermore, the learning curves shown in Figure 2 suggest that
our tutor’s feedback accelerated this transition.

In Experiment 2, the training block used a flight planning task that was structurally equivalent to task used in Experiment 1, whereas
the pre-test and post-test blocks used the transfer task shown in Figure 1c). The training and the transfer task were structurally similar
in that the variance of the reward distribution increased from each step to the next – being smallest for the immediate rewards and
largest for the rewards attainable in the final step. But the transfer task used a different cover story (moving a money loving spider
through a web of cash vs. flight planning), was more complex (5-step planning vs. 3-step planning) and involved a larger number of
possible payoffs (192 vs. 10). As shown in Figure 1d, we found significant transfer effects from the relatively simple 3-step training
task to the more difficult 5-step transfer task. Participants who had practiced with the cognitive tutor performed significantly better
on the transfer task than participants who had practiced planning without the assistance of our cognitive tutor (37.4 $/trial vs. 27.4
$/trial, t(2358) = 8.8; p< .0001). This transfer effect appears to be partially mediated by people learning to plan backward – which
was also beneficial in the transfer task. Concretely, participants who had practiced with the cognitive tutor were more likely to start
planning by inspecting one of the final destinations than the control group (91.4% vs. 83.1%, Z = 3.43, p = .0006) and were less
likely to start by inspecting one of the rewards in the first step (2.21% vs. 14.8%, Z = −6.33, p < 0.0001). In Experiment 3, we
found that the transfer effect was after a delay of approximately 24 hours (39.9 $/trial vs. 39.1 $/trial, t(1578) = 7.8; p< .0001).
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Figure 2: Prevalence of short-sighted versus far-sighted planning
strategies for participants practicing with versus without out cog-
nitive tutor.

Experiment 4 compared the effectiveness of instruction plus
practice with the cognitive tutor versus pure instruction and in-
struction plus watching a video demonstration of the optimal
strategy. Participants in all three conditions read about the goal-
setting principle for better decision-making discovered by Call-
away et al. (2018). In the experimental conditions participants
subsequently practiced applying the goal-setting principle with
the cognitive tutor or saw a video demonstration of the optimal
strategy. After 24 hours all participants were tested on the trans-
fer task (Figure 1c). We found that participants who had prac-
ticed with the cognitive tutor performed significantly better on
the transfer task than participants who were only told about the
principle (38.0 $/trial vs. 24.2 $/trial, t(83) = 10.5, p= 0.0000).
Participants who had seen a demonstration of the optimal strat-
egy performed at the same level as participants who had prac-
ticed with the cognitive tutor (38.8 $/trial vs. 38.0 $/trial,
t(78) = −0.7, p = 0.49). In either case, our cognitive tutor
significantly improved people’s planning by teaching them the
resource-rational strategy we derived in previous work.

6 Discussion

The present work illustrates how artificial intelligence can be leveraged to discover and teach rational decision-making strategies.
The theoretical framework of resource-rationality allowed us to derive near-optimal planning strategies automatically, and the theory
of metacognitive reinforcement learning allowed us to develop an intelligent system that can teach those rational heuristics very
effectively. Our preliminary results suggest that practice with our cognitive tutor is more effective than instruction and has transferable
benefits that are retained over time. Concretely, we found that participants who practiced decision-making with our cognitive tutor
were significantly more likely to overcome the present bias by learning more far-sighted decision strategies than participants who
practiced the same task without the tutor. This suggests that combining automatic strategy discovery with intelligent tutors is a
promising approach to enhancing human rationality.

Moving forward we will investigate how diagnostic our paradigm is of people’s propensity to succumb to the present bias in everyday
life and whether our approach to enhancing human rationality can be used to improve the decisions that people make in the real world.
In future work we will also apply our approach to helping people overcome additional cognitive biases and training them to put more
thought into important decisions.
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Abstract

This paper investigates a computational analog of curiosity to drive behavior adaption in learning systems with multiple
prediction objectives. The primary goal is to learn multiple independent predictions in parallel from data produced by
some decision making policy—learning for the sake of learning. We can frame this as a reinforcement learning problem,
where a decision maker’s objective is to provide training data for each of the prediction learners, with reward based on
each learner’s progress. Despite the variety of potential rewards—mainly from the literature on curiosity and intrinsic
motivation—there has been little systematic investigation into suitable curiosity rewards in a pure exploration setting.
In this paper, we formalize this pure exploration problem as a multi-arm bandit, enabling different learning scenarios to
be simulated by different types of targets for each arm and enabling careful study of the large suite of potential curiosity
rewards. We test 15 different analogs of well-known curiosity reward schemes, and compare their performance across
a wide array of prediction problems. This investigation elucidates issues with several curiosity rewards for this pure
exploration setting, and highlights a promising direction using a simple curiosity reward based on the use of step-size
adapted learners.
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1 Introduction

We consider the case of a lifelong learning agent that receives one stream of experience with many different incoming
streams of data (e.g. distance sensors, camera, battery state, etc.). This type of agent is outlined in the Horde architec-
ture (Sutton et al., 2011) where a robotic agent learns about many different sensorimotor streams, off-policy, in parallel,
while interacting with its environment. This architecture has been shown to scale up to making thousands of predic-
tions at once, giving the agent a rich prediction-based understanding of its environment. Other architectures such as
Universal Value Function Approximators (Schaul et al., 2015) and UNREAL (UNsupervised REinforcement and Auxil-
iary Learning) (Jaderberg et al., 2016) have shown that in complex environments with deep neural networks as function
approximators, additional predictions like these are powerful in improving the ultimate performance of the agent. The
extra predictions were used to guide the agent to new areas of the state space, or to add richness to a sparse reward
signal. Here we consider how the agent’s behaviour changes the quality of its predictions of the signals themselves, in
contrast to using the predictions as a target to guide behaviour appropriate to a separate task.

For an agent that is able to learn about many things at once, the challenge remains—how does an agent who gets only
one stream of experience decide what to learn, and how long to learn it for? Thought of another way—given a number
of target policies, what is the best behaviour policy for the agent to learn to predict and control the streams of data that
it is receiving? Prior work on this problem has either used a hand-crafted policy designed to explore the environment in
a specific way for the learners (Sutton et al., 2011; Modayil et al., 2014), or had the agent target maximizing one specific
reward signal and learning about other signals at the same time (Jaderberg et al., 2016; Schaul et al., 2015; Riedmiller
et al., 2018). A number of authors have proposed special reward signals to motivate agent learning; herein we call such
signals curiosity rewards.

While our ultimate goal is to get to a full Horde setting, it remains a complex environment for testing different types of
curiosity reward signals to drive agent behavior. The function approximation used by the agent means that we need to
consider representation learning in addition to learning to predict the signal itself. The off-policy nature of the signals
being learned also complicates the agent as it brings in choices around the type of learners to use, and further need for
sweeps over a larger number of parameters. To specifically study the mechanisms driving the curious agent, we want to
be able to remove as many of these other complicating factors as possible and focus on the mechanisms themselves.

This paper has three contributions. First we propose a new benchmark for evaluating curiosity-driven learning agents.
We propose using a bandit setting to focus on the single learning decision that the agent needs to take at each time
step—what action can I take that will maximize learning? This is different from the traditional exploration/exploitation
trade-off given by the bandit literature. We are instead focused on maximizing the long-term learning of the agent, not
the long-term reward. The setup of our bandit is to have multiple arms each with their own Least Mean Square (LMS)
learner predicting the value of the arm. Each arm’s learner can be thought of as a single prediction about a sensorimotor
stream, and the agent can take an action that will teach it more about that stream of data. This setup models the situation
that is faced by an agent in the Horde setting—at each step it is learning about a set of predictions, and a curious agent
will want to take an action that allows it to learn the most. The bandit is set up to model the types of challenges a curious
agent will face—how does an agent learn to best improve its predictions while avoiding getting stuck on unlearnable
signals? Mechanisms that are effective at driving curious behavior in this setting should be effective in the larger setting.
Alternatively, mechanisms that are not able to solve this distilled setting will not be effective in the larger Horde setting.

Second, we propose a comprehensive empirical comparison of current approaches to curiosity on our proposed bench-
mark. We compare many of the well-known methods from reinforcement learning and active learning. Much recent
work has been in large-scale domains where it is difficult to tease out which of the many moving parts is driving the ben-
efit of the method. In this comparison we distill the methods down to the specific mechanism driving curious behavior
and compare them in our focused domain. This allows us to both compare how the mechanisms perform against each
other, as well as evaluate the specific properties of how each mechanism deals with the problems each environment tests.
While we did not compare every curiosity method that exists, we did make sure to have a representative method from
each of the different classes we identified as grouping similar underlying mechanisms.

Third, we show the effectiveness of capable learners in directing curious behavior. Capable learners, such as step-size
adaptation methods, are able to quickly adapt to unlearnable targets, such as those with high variance. This allows the
agent to avoid unlearnable signals that may seem interesting due to their high error, but ultimately are not worth the
agent continuing to spend time trying to learn. In this work, we show one particular curiosity reward—Weight Change—
becomes one of the best curiosity rewards in this setting when paired with capable learners. While we examine capable
learners in a simplified setting with LMS learners, nothing precludes these results from being moved back to the Horde
setting. The more general case of off-policy learners with function approximation also have step-size adaptation methods
(Jacobsen et al., 2019; Kearney et al., 2018) that allow capable learners to be applied.
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2 Related Work

Many learning systems draw inspiration from the exploratory behavior of young humans and animals, uncertainty
reduction in active learning, and information theory—and the resulting techniques could all be packed into the suitcase
of curiosity and intrinsic motivation. In an attempt to distill the key ideas and perform a meaningful yet inclusive
empirical study, we consider only methods applicable to our bandit formulation of multi-prediction learning. As such,
we ignored work related to curriculum learning (Graves et al., 2017), methods that rely on predictions about state (e.g.,
(Pathak et al., 2017)), or traditional bandit exploration methods.

Several curiosity rewards are based on violated expectations, or surprise. This notion can be formalized using the error
in some prediction (of a signal or multiple signals) to compute the instantaneous Absolute Error or Squared Error. We can
obtain a less noisy measure of violated expectations with a windowed average of the error, which we call Expected Error.
Regardless of the specific form, if the error increases, then the curiosity reward increases, encouraging further sampling
for that target. Such errors can be normalized, such as was done for Unexpected Demon Error (White et al., 2014), to
mitigate the impact of the differing magnitudes of and noise in the targets.

Another category of methods focus on learning progress, and assume that the learning system is capable of continu-
ally improving its policy or predictions. For approaches designed for tabular stationary problems, this is trivially true:
(Chentanez et al., 2005; Still and Precup, 2012; Little and Sommer, 2013; Meuleau and Bourgine, 1999; Barto and Şimşek,
2005; Szita and Lőrincz, 2008; Lopes et al., 2012). The most well-known approaches for integrating intrinsic motivation
make use of rewards based on improvements in (model) error: including Error Reduction (Schmidhuber, 1991, 2008), and
Oudeyer’s model Error Derivative Change approach (Oudeyer et al., 2007). Improvement in the value function can as
be used to construct rewards, and can be computed from the Positive Error Part (Schembri et al., 2007), or by tracking
improvement in the value function over all states (Barto and Şimşek, 2005).

An alternative to learning progress is to reward amount of learning. Such rewards do not penalize errors becoming
worse, and instead only measure that estimates are changing: the prediction learner is still adjusting its estimates and
so is still learning. Bayesian Surprise (Itti and Baldi, 2006) formalizes the idea of amount of learning. For a Bayesian
learner, which maintains a distribution over the weights, Bayesian Surprise corresponds to the KL-divergence between
this distribution over parameters before and after the update. Other measures based on information gain have been
explored (Still and Precup, 2012; Little and Sommer, 2013; Achiam and Sastry, 2017; de Abril and Kanai, 2018; Still and
Precup, 2012), though they have been found to perform similarly to Bayesian Surprise (Little and Sommer, 2013). Note
that several learning progress measures, discussed in the previous paragraph, can be modified to reflect amount of
learning by taking the absolute value, and so removing the focus on increase rather than change. We can additionally
consider non-Bayesian strategies for measuring amount of learning, including those based on how much the variance in
the prediction changes—Variance of Prediction.

3 Experimental Design

To simulate a curious learning problem that an agent may face we introduce the drifter-distractor environment. The
environment is modelled in the bandit setting and has four arms, two which respond with random noise, one which
slowly drifts, and one which returns a constant. This environment simulates a common situation for learning agent:
having distracting signals that will produce large prediction errors, but are ultimately unlearnable.

The ideal behaviour of a curious learning agent in this environment is to first test out all of the arms, getting a sense of
what each of the signals is. After it has learned a bit about each signal it should begin to hone in on the signals that it is
poor at predicting. This will initially lead it to pulling the noisy arms a fair amount. The agent should then fairly rapidly
move away from pulling the noisy arms, instead focusing on the drifter arm as it has a signal that is learnable, but needs
to continually be tracked to keep its predictions accurate. To measure the effectiveness of each agent we can look at the
prediction error of each of its learners.

Capable learners are able to adapt to the the learnability of a signal. Previous work has not investigated the impact of
capable learners in a multi-prediction setting. Here step-size adaptation methods achieve this learnability adaptation by
adjusting the step size up or down. We can see the benefits on the drifter-distractor problem. Capable learners allow us
to use the step size to make the noisy signals less interesting to our agent. We use Autostep (Mahmood et al., 2012) to
update the agent’s step size online where the reward bonus of Weight Change is given by:

‖wt − wt+1‖1 = αt,i‖ŷt,i − ŷt−1,i‖1 = αt,i|δt,i| (1)

Where wt ∈ R is the weight at time t, αt,i ∈ R is the step size of arm i at time t, ŷt,i ∈ R is the prediction of arm i at time t,
and δt,i is the prediction error for the agent’s prediction of arm i at time t. We can see clearly that a step-size adaptation
method allows us to temper the error signal by driving down the step size in unlearnable situations. This property
permits us to give a curiosity reward that allows the agent to make learning progress based on the error, because it only
affects the reward if the prediction is learnable.
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Non-Capable Learners

Capable Learners

Figure 1: The Drifter-Distractor Problem on both non-capable and capable learners. Each subplot summarizes the learning of the
control agent, over 50,000 time steps, using different curiosity rewards. Each plot shows the agent’s preference for each arm over time.
The drifting arm is green. We can see that the inclusion of Autostep (our capable learners) allows the simple reward function based
on Weight Change and Bayesian Surprise to efficiently solve the problem. Variance of Prediction was able to solve the problem even
with a weak learner, however this was due to extensive parameter sweeps and long running agents—shorter runs caused an incorrect
preference for the noisy arms. The rewards based on variance result in faster preference for the drifting arm when combined with
Autostep, but prefer the drifting arm less in the long run because the prediction varies less when using step-size adaptation.

4 Results

We conducted two experiments in the drifter-distractor environment, one with non-capable learners and one with ca-
pable learners. In Figure 1 we show the results for five of the methods tested in this domain. For each experiment, an
extensive parameter search was conducted over the the parameters of control agent (Gradient Bandit), the prediction
learners, and the reward functions.

We can see from Figure 1 that the inclusion of a capable learner allowed both the Weight Change agent and the Bayesian
Surprise agent to effectively track the learnable arms while ignoring the noisy arm. Without a capable learner these
agents were dominated by the error of the noisy arms and were not effective. Variance of Prediction was able to solve
the problem without a capable learner—this, however, was an artifact of the parameter sweep, which chose very long
running averages, enabling the larger variance to be detected. Shorter averaging windows for the variance computations
caused an incorrect preference for the noisy arm.

There are two key conclusions from this experiment. First, capable learners were critical for curiosity rewards based on
amount of learning, particularly Weight Change and Bayesian Surprise. Without Autostep, both Weight Change and
Bayesian Surprise incorrectly cause the agent to prefer the two high-variance arms because their targets continually gen-
erate changes to the prediction. With Autostep, however, the weights converge for the constant and high-variance arms,
and both agents correctly prefer the drifting arm. Second, measures based on violated expectations—Unexpected Demon
Error and Error Derivative Change—either induce uniform selection or focus on noisy arms, with or without Autostep.
Full results of the tested methods and domains can be found at http://rldm.investigatingcuriosity.com.

5 Conclusions

The goal of this work was to investigate curiosity rewards in the multi-prediction setting. This paper has three main con-
tributions: (1) Introduce a new benchmark for curiosity-driven exploration. (2) Survey existing ideas for curiosity driven
exploration and test them on our proposed benchmark. (3) Show how capable learners can allow curiosity mechanisms,
specifically the step-size adapted Weight Change, to perform strongly on the proposed task.

The problem introduced in this work formalizes the multi-prediction setting as a non-stationary multi-armed bandit. This
formalism allowed us to draw clear conclusions about the efficacy of existing curiosity rewards for the task of choosing
what to learn about if we hope to minimize error for multiple predictions. The focus of future work is on scaling up to a
larger setting with a actor-critic or SARSA behavior policy (Sutton and Barto, 2018), with a Horde (Sutton et al., 2011) of
prediction and control learners rather than the LMS learners used here.

We demonstrated how this formalism can represent a variety of types of targets we expect to see in a multi-prediction
setting, including those that are noisy, drifting or easy-to-predict, and investigated performance of these curiosity re-
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wards across several such settings, with both weak learners and capable learners. We surveyed and studied 15 different
curiosity rewards, suitable for our pure exploration setting. We reach a surprisingly clear conclusion, particularly con-
sidering the number of approaches surveyed. Simple curiosity rewards based on learner parameters, such as change in
weights, can be highly effective when paired with a capable learner.
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Abstract

Humans make decisions and act alongside other humans to pursue both short-term and long-term goals. As a result of
ongoing progress in areas such as computing science and automation, humans now also interact with non-human agents
of varying complexity as part of their day-to-day activities; substantial work is being done to integrate increasingly
intelligent machine agents into human work and play. With increases in the cognitive, sensory, and motor capacity of
these agents, intelligent machinery for human assistance can now reasonably be considered to engage in joint action with
humans—i.e., two or more agents adapting their behaviour and their understanding of each other so as to progress in
shared objectives or goals. The mechanisms, conditions, and opportunities for skillful joint action in human-machine
partnerships is of great interest to multiple communities. Despite this, human-machine joint action is as yet under-
explored, especially in cases where a human and an intelligent machine interact in a persistent way during the course of
real-time, daily-life experience (as opposed to specialized, episodic, or time-limited settings such as game play, teaching,
or task-focused personal computing applications). In this work, we contribute a virtual reality environment wherein a
human and an agent can adapt their predictions, their actions, and their communication so as to pursue a simple foraging
task. In a case study with a single participant, we provide an example of human-agent coordination and decision-making
involving prediction learning on the part of the human and the machine agent, and control learning on the part of the
machine agent wherein audio communication signals are used to cue its human partner in service of acquiring shared
reward. These comparisons suggest the utility of studying human-machine coordination in a virtual reality environment,
and identify further research that will expand our understanding of persistent human-machine joint action.

Keywords: human-agent joint action, prediction learning, policy learning,
emergent communication, augmented intelligence
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“First Thoughts are the everyday thoughts. Everyone
has those. Second Thoughts are the thoughts you
think about the way you think. People who enjoy
thinking have those. Third Thoughts are thoughts
that watch the world and think all by themselves.”

Terry Pratchett, A Hat Full of Sky

1 Understanding and Improving Human-Machine Joint Action

Humans regularly make decisions with and alongside other humans. In what has come to be defined as joint action,
humans coordinate with other humans to achieve shared goals, sculpting both their actions and their expectations about
their partners during ongoing interaction (Sebanz et al. 2006; Knoblich et al. 2011; Pesquita et al. 2018). Humans now
also regularly make decisions in partnership with computing machines in order to supplement their abilities to act, per-
ceive, and decide (Pilarski et al. 2017). It is natural to expect that joint action with machine agents might be able to
improve both work and play. In situations where someone is limited in their ability to perceive, remember, attend to,
respond to, or process stimulus, a machine counterpart’s specialized and complementary abilities to monitor, interpret,
store, retrieve, synthesize, and relate information can potentially offset or even invert these limitations. Persistent com-
putational processes that extend yet remain part of human cognition, perhaps best described in the words of the author
Terry Pratchett as “third thoughts,” are evident in common tools like navigation software and calendar reminders.

Specifically with a focus on joint action, as opposed to more general forms of human-machine interaction, Moon et al.
(2013), Bicho et al. (2010), Pilarski et al. (2013), Pezzulo et al. (2011), and others have provided compelling examples
of fruitful human-machine coordination wherein a human and a machine work together and co-adapt in real-time joint
action environments. One striking characteristic of many of these examples, and what separates them from other exam-
ples of human-machine interaction, is that they occur within peripersonal space (Knoblich et al. 2011)—i.e., interaction is
perceived by the human to unfold continuously in the region of physical space surrounding their body and upon which
they can act. While the perception of spatial and temporal proximity between partners has been shown to significantly
influence joint decision making (as reviewed by Knoblich et al. 2011), peripersonal joint action settings have to date
received less attention than other settings for human-machine interaction. The study of how different machine learn-
ing approaches impact human-machine joint action is even less developed, but in our opinion equally important. Our
present work therefore aims to extend the discussion on how a human decision maker (here termed a pilot) and a ma-
chine learning assistant (termed a copilot) can learn together and make decisions together in service of a shared goal. We
do so by defining a virtual reality environment to probe real-time joint action between humans and learning machines,
and, using this environment, contribute a human-machine interaction case study wherein we demonstrate the kinds of
changes that might be expected as a pilot interacts with different machine learning copilots in a shared environment.

2 Virtual Reality Environment and Protocol

A single participant engaged in a foraging task over multiple experimental blocks. This foraging task was designed
so as to embed a hard-to-learn sensorimotor skill within a superficially simple protocol. In each block, the participant
was asked to interact with a simulated world and a machine assistant via a virtual reality (VR) headset and two hand-

Figure 1: The virtual-reality foraging environment used to explore human-agent learning and joint action, comprised of six equidis-
tant fruit objects, background detail, and a repeated cycle of day and night illumination. The human participant (the pilot) was able to
move about within the virtual world and used their hand-held controllers to both harvest fruit in varying states of ripeness and train
their machine-learning assistant (the copilot).
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Figure 2: Schematic showing the interactions available to both the human pilot and the machine copilot. Using the right and left hand
controllers, respectively, the pilot was able to harvest fruit or train their copilot to estimate the value of hue/saturation combinations,
each action resulting in different sound cues as shown. On every time step, the copilot provided sound cues according to its learned
predictions V (h, s) and, for the bandit condition, its learned policy π(V ).

held controllers (HTC Vive with deluxe audio strap). The pilot was instructed that in each block they were to move
through the world to collect objects, and that these objects would grant them “points”; they were told that, during the
experiment, their total points would be reflected in visual changes to the environment, and that they would receive a
unique, momentary audio cue whenever they gained or lost points as a result of their actions (and that they could also
be given different audio cues in situations where they might expect to gain or lose points).

Loosely inspired by the bee foraging example of Schultz et al. (1997), the virtual world presented to the pilot was a simple
platform floating in space with six coloured balls (“fruit”) placed at equidistant locations around its perimeter (Fig. 1).
To tease out behavioural changes in different conditions for pilot/copilot joint action, over the course of a single trial the
light level in the world varied from full sunlight (“day”) to regular periods of darkness lasting roughly 20s (“night”, c.f.,
Fig. 3c, bottom trace). While copilot perception was unaffected by light level, during twilight and night phases the pilot
was by design unable to determine the colour of any objects in the environment, seeing only their general shape. The
main mechanic of the world was that the pilot could collect fruit to either increase their points or, in some blocks, collect
fruit in order to teach their copilot.

To create conditions for skill learning on the part of the pilot, the environment was designed with a confounding factor
(ripeness) that related the appearance of the fruit as observed by the pilot to the reward structure of the task. Over the
course of time, each fruit underwent a “ripening cycle” wherein it cycled through a progression of colours—hue and
saturation levels—and reward that varied in relation to the time since the fruit’s appearance. If a fruit was not contacted
before a fixed time interval by the pilot, i.e., the end of the ripening cycle, it would disappear and no point gains or losses
will be credited to the participant. A short, variable time after the participant collected a fruit or the fruit disappeared
due to time, a new fruit would drop from above to the same position as the previous fruit. These new fruit were assigned
a random fraction between 0% and 95% through their ripening cycle.

The pilot started each trial in the centre of the platform, was able to move short distances and rotate in place, and could
make contact with the fruit using either their left or right hand controllers (Fig. 2). Upon making contact with one of
the fruit via their right-hand controller (“harvesting”), the ball would disappear and the pilot would hear an audio cue
indicating that they either gained or lost points (one distinct sound for each case, with a small mote of light appearing in
place of the fruit when points were gained). Upon contacting a ball with their left-hand controller (“teaching”), the fruit
would disappear with no points gained or lost by the pilot, and they would hear a unique tone indicating that they had
given information to their copilot (for blocks involving a copilot, otherwise the fruit disappeared and no sound played).

Harvesting fruit was the only way the pilot could gain points. The points gained or lost by the participant for collecting a
fruit was determined by a sinusoidal reward function that varied according to the time since the beginning of the ripening
cycle (Fig. 2). All fruit in a given trial were assigned the same, randomly selected reward sinusoid (in terms of phase)
and related hue/saturation progression—i.e., all balls in a given trial would ripen in the same way, and would generate
points in the same way, but these ripening mechanics would vary from trial to trial. The frequency of the reward sinusoid
(i.e., number of reward maxima and minima until a fruit’s disappearance), positive/negative reward offset, length of the
ripening cycle, and time range until reappearance (all akin to difficulty), were predetermined and held constant across
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all trials and blocks. Difficulty in terms of these parameters was empirically preselected and calibrated so as to provide
the pilot with a challenging pattern-learning problem that was still solvable within a single trial.

Following an extended period of familiarization with the navigation and control mechanics of the VR environment
and the different interaction conditions, the participant (one of the co-authors for this pilot study) experienced three
experimental blocks each consisting of three 180s trials; each trial utilized previously unseen ripening mechanics in
terms of colour presentation and points phase. There was an approximately 20s break between trials. The blocks related
to the three different conditions (Fig. 2), presented in order, as follows:

Condition 1, No copilot (NoCP): The pilot harvested fruit without any signalling or support from a machine copilot.
Using the left, training hand to contact fruit had no effect, and did not provide any additional audio cues.

Condition 2, Copilot communication via Pavlovian control (Pav): The pilot harvested fruit with support from a ma-
chine copilot that provided audio cues in a fixed way based on its learned predictions. As described above, the pilot was
able to train the copilot by contacting fruit with their left hand controller. Practically, this amounted to updating the
value function of the copilot, denoted V (h, s), according to the points value associated with a fruit’s current hue h and
saturation level s at the time of contact; updates were done via simple supervised learning. At each point in time, the
copilot queried its learned value function V (h, s) with the current colour values of each of the six fruits, and, if the value
of V (h, s) was positive for a fruit, triggered an audio cue that was unique to that fruit—each fruit had a characteris-
tic sound. In other words, feedback from the copilot to the human pilot was based on a pre-determined function that
mapped learned predictions to specific actions (an example of Pavlovian control and communication, c.f., Modayil et al.
(2014) and Parker et al. (2014)).

Condition 3, Copilot communication learned through trial and error (Bandit): The pilot harvested fruit with support
from a machine copilot that provided audio cues in an adaptable way based on collected points (reward) and its learned
predictions. This condition was similar to Condition 2 in terms of how the pilot was able to train the copilot. However,
instead of deterministically playing an audio cue for the pilot each time the copilot’s prediction V (h, s) for a given fruit
was positive, the copilot was instead presented with a decision whether or not to play an audio cue for the pilot. The
decision to play a cue was based on a stochastic policy π(V ) that was updated as in a contextual bandit approach (Sutton
and Barto, 2018) according to the points collected by the pilot if and when a fruit was harvested. In essence, if the copilot
cued the user and this resulted in the pilot gaining points a short time later, it would reinforce the copilot’s probability
of playing a sound when it predicted a similar level of points in the future; should the pilot instead harvest the fruit and
receive negative points, as when a fruit is harvested after the peak in its ripening cycle and/or the pilot is consistently
slow to react to the copilot’s cue, the copilot would decrease its probability of playing a sound when it predicted that
level of expected points. The copilot’s control policy used learned predictions as state, c.f., prediction in human and robot
motor control (Wolpert et al. 2001; Pilarski et al. 2013).

3 Results and Discussion

Figure 3 presents the aggregate behaviour of the pilot in terms of total score over all three trials per condition, a fruit-by-
fruit breakdown of total score, and a detailed presentation of time-series data from the second trial of the experiment. As
a key finding, we observed that interaction with different copilots (Pav and Bandit) led to different foraging behaviours
on the part of the pilot during day and night, especially as compared to the no copilot (NoCP) condition. Interactions
with both the Pav and the Bandit copilot led to more foraging behaviour during night-time periods, as compared to the
NoCP condition (Fig. 3c). Learning to interpret the communication from these copilots appeared to induce multiple
foraging mistakes on the part of the pilot, especially during night-time phases (Fig. 3a,c) and less familiar fruit locations
(Fig. 3b). Despite this, the total points collected in the absence of any mistakes (the score without any negative point
value events, Fig. 3a+) suggest that collaboration with a policy-learning copilot could potentially lead to effective joint
action once a good policy has been learned by both the pilot and the copilot. Teaching interactions (∆V (h, s), Fig. 3c) also
provided a useful window into pilot skill learning. Broadly, the behaviour patterns observed in this preliminary study
suggest that gradual addition of cues from a copilot, as in the Bandit policy-learning condition, is likely more appropriate
than a strictly Pavlovian control approach. These initial results also indicate that there is room for more complex copilot
architectures that can capture the appropriate timing of cues with respect to pilot activity (e.g., a pilot harvesting wrong
fruit, or hesitation as per Moon et al. (2013)), and motivate more detailed study into the impact that pilot head position,
gaze direction, light level, and other relevant signals have on a copilot’s ability to generate good cues. Time delays and
credit assignment matter in this joint-action setting and require further thought.

Conclusions: This work demonstrated a complete (though straightforward) cycle of human-agent co-training and
learned communication in a VR environment, where closing the loop between human learning (human learns then trains
an agent regarding patterns in the world) and agent learning (agent learns to make predictions and provide cues that
must be learned by the pilot) appears possible to realize even during brief interactions. The VR fruit foraging protocol
presented in this work proved to be an interesting environment to study pilot-copilot interactions in detail, and allowed
us to probe the way human-agent behaviour changed as we introduced copilots with different algorithmic capabilities.
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(a) (b)

(c)

Figure 3: Results from a single pilot participant for the three experimental conditions (NoCP, Pav, and Bandit). (a) Total score acquired
by the pilot in each condition during day and night, as summed over all three trials in a block, along with the total score excluding any
events with negative points (+); (b) total Bandit score with respect to fruit location to the front (F), middle (M) or back (B) with respect
to the pilot’s starting orientation; and (c) representative example of time-series data from the second trial for all three conditions, cross-
plotting cumulative score, changes in score (∆Score), light level, and bandit learning in terms of human teaching actions (∆V (h, s)),
copilot decisions to cue or not cue (up/down ticks), and post-cue updates to the copilot’s policy as a result of pilot activity (∆π).
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Abstract

The use of temporally extended actions often improves a reinforcement learning agent’s ability to learn solutions to
complex tasks. The options framework is a popular method for defining closed-loop temporally extended actions, but
the question of how to obtain options appropriate for a specific problem remains a subject of debate. In this paper, we
consider good options to be those that allow an agent to represent optimal behavior with minimal decision-making by
the policy over options, and propose learning options from historical data. Assuming access to demonstrations of (near)-
optimal behavior, we formulate an optimization problem whose solution leads to the identification of options that allow
an agent to reproduce optimal behavior with a small number of decisions. We provide experiments showing that the
learned options lead to significant performance improvement and we show visually that the identified options are able
to reproduce the demonstrated behavior.

Keywords: Temporal abstraction; Options; Hierarchical RL
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1 Introduction
Traditionally, reinforcement learning techniques focus on learning how to solve a task by only taking into consideration
primitive actions that last for a single time-step. This approach makes learning complex tasks a difficult, mainly because
an agent would have to make a large number of decisions to reach a state that is far from its current state. To address
this difficulty, researchers have turned their attention to temporally extended actions that last for several time-steps.
Their potential to deal with complex problems has led to the development of techniques for discovering or learning
temporal abstractions autonomously in recent years [1, 4, 6, 9]; however, there is no consensus as to what constitutes
good abstractions or how to best identify them. Nonetheless, two frameworks in particular stand out in the literature:
macros [5] and options [7, 10].

One popular approach for learning abstractions is to identify specific states deemed important (subgoals) and learn
policies to reach those states, [4, 6]. For example, McGovern et al. [6] proposed finding bottleneck states—states often
found in trajectories reaching a goal state—and learn options to reach those bottlenecks discovered. Another technique
is to directly learn the parameters of stochastic options based on the reward function, as the agent learns how to solve
a new task [1, 3, 8]. In contrast to the methods previously described, we build on the intuition presented by Garcia
et al. [2], where the authors draw a connection between data compression and generally useful temporal abstractions.
They consider trajectories from optimal policies to be analogous to messages to be encoded, and the symbols available
for encoding represent primitives and macros. Therefore, using compression to reduce the number of symbols that
represent a trajectory leads to finding macros that reduce the number of decisions an agent must make to generate such
trajectory. For example, a trajectory obtained by the sequence of actions {a1, a1, a2, a1}, where a1 and a2 are two primitive
actions, is represented by 4 symbols. Given a macro, m1 = {a1, a1}, the same sequence of actions can be represented by
3 symbols as {m1, a2, a1}. The authors argue that desirable macros are those that frequently occur in optimal trajectories
and correspond to the macros that can be used to represent those trajectories with small number of symbols. Under this
perspective, compression techniques lead to a natural way of obtaining useful temporal abstractions.

In this paper, we extend this idea to the general setting of stochastic options. We make the observation that reducing
the number of symbols needed to represent trajectories from a policy is akin to reducing the number of the decisions
an agent makes to generate them. With that perspective in mind, we propose learning the options that minimize the
expected number of decisions needed to represent optimal trajectories and maximize the probability of generating them.

2 Background and Notation
A Markov decision process (MDP) is a tuple,M = (S,A, P,R, γ, d0), where S is the set of possible states of the environment,
A is the set of possible actions that the agent can take, P (s, a, s′) is the probability that the environment will transition
to state s′ ∈ S if the agent executes action a ∈ A in state s ∈ S , R(s, a, s′) is the real-valued reward received after taking
action a in state s and transitioning to state s′, d0 is the initial state distribution, and γ ∈ [0, 1] is a discount factor for
rewards received in the future. We use t to index the time-step and write St, At, and Rt to denote the state, action, and
reward at time t. A policy, π : S × A → [0, 1], provides a conditional distribution over actions given each possible state:
π(s, a) = Pr(At = a|St = s). We denote a trajectory of length t as ht = (s0, a0, r0, . . . , st−1, at−1, rt−1, st), that is ht is
defined as a sequence of states, actions and rewards observed after following some policy for t time-steps. We also use
Ht to denote a random variable representing a trajectory. Temporally extended actions change allow an agent to execute an
action composed of several primitive actions, lasting for multiple time-steps. Below we discuss in detail two common
types of temporal abstraction: macros and options.

Macros are open-loop temporally extended actions; that is, sequences of actions that are executed to termination regard-
less of the states encountered during execution. Formally, a macro of length k is a sequence of actionsm = (a1, a2, . . . , ak),
where ai represents the ith action in the sequence. If carefully constructed, macros can dramatically improve the speed
with which an agent learns to solve a task [5]. One way for discovering macros was recently proposed by Garcia et al.
[2], where the authors show how compression techniques can be used to identify repeating action patterns. They note a
relationship between the number of symbols needed to represent optimal trajectories and the reusability of the macros
represented by these symbols.

The options framework [10, 11] is a generalization of macros to closed-loop policies. An option, o = (Io, µo, βo), is a tuple
in which Io ⊆ S is the set of states in which option o can be executed (the initiation set), µo is a policy that governs the
behavior of the agent while executing o, and βo : S → [0, 1] is a termination function that determines the probability that
o terminates in a given state. We assume that Io = S for all options o; that is, the options are available at every state. We
also consider primitive actions to be options which always terminate and select one specific action with probability one.

We build on the idea that compressing trajectories to minimize the number of decisions an agent must make leads to
discovering generally useful abstraction, as described by Garcia et al. [2], and develop an analogous method for the
more general case of stochastic options. We propose an off-line technique where options are learned from historical data
(assumed to be obtained from (near)-optimal policies) by directly minimizing the expected number of decisions the agent
makes while simultaneously maximizing the probability of generating the observed trajectories.
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3 Offline Option Learning
To generalize the idea of using compression to identify macros to the setting of stochastic options, we first observe that the
use of a symbol in the compressed representation of a trajectory corresponds to the agent executing a different primitive
or macro. Therefore, compressing a trajectory results in minimizing the number of decisions the agent has to make. In
order to learn options from a set of trajectories, we minimize the expected number of decisions needed to generate the
observed trajectories while maximizing the probability of generating them.

3.1 Problem Formulation
Notice that that while solving a task, at every time-step, t, there was an option that was used to execute action At in
state St. We will consider primitive actions to be options which always terminate and select one specific action with
probability one; that is, for an option o corresponding to a primitive a the termination function would be given by
βo(s) = 1,∀s ∈ S and the policy by µ(s, a′) = 1 if a′ = a and µ(s, a′) = 0 otherwise, ∀s ∈ S . Let Tt be a Bernoulli
random variable, where Tt = 1 if the executing option terminates at the tth state in a trajectory H , and Tt = 0 if it did
not. This implies that if Tt = 1, the agent would have to pick a new option at state st. If Tt = 0, the agent does not pick
a new option. Note that the distribution of Tt depends on the set of available options and a policy over options. Let O
denote a set of options, {o1, . . . , on} , and let H be random variable denoting a trajectory of length |H| generated by a
near-optimal policy and Ht a random variable denoting the sub-trajectory of H up to the tth state. We seek to find a set,
O∗ = {o∗1, . . . , o∗n}, that maximizes the following objective: J(π,O) = E

[∑|H|
t=1 Pr(Tt = 0, Ht|π,O) + λ1g(H,O)

]
, where

g(h,O) is a regularizer that encourages a diverse set of options, and λ1 is a scalar hyperparameter. One choice is the
KL divergence: g(h,O) = 1

n

∑
o,o′∈O

∑|h|−1
t=0 DKL ( µo(st)||µo′(st)). If we are also free to learn the parameters of π, then

O∗ ∈ arg max
O

arg max
π

J(π,O).

Intuitively, we seek to find options that terminate as infrequently as possible while still generating near-optimal trajecto-
ries with high probability. Given a set of options and a policy over options, we can calculate these probabilities exactly,
allowing us to optimize this objective directly using gradient-based methods. We can improve our results by averaging
over a set of near-optimal trajectories, rather than a single trajectory. In the next section, we show how these probabilities
can be calculated and present a slightly modified form of the objective that is more useful in practice.

3.2 Optimization Objective for Learning Options
We can approximate the objective J from a set of sample trajectoriesH obtained from optimal policies. Because the prob-
ability of generating any trajectory approaches 0 as the length of the trajectory increases, we make a slight modification
to the original objective that leads to better numerical stability. We explain these modifications after introducing the
objective Ĵ , which we optimize in practice:

Ĵ(π,O) =
1

|H|
∑

h∈H
λ2 Pr(H = h|π,O)︸ ︷︷ ︸
Probability of trajectory

−
∑|h|
t=1 E [Tt = 1|Ht = ht, π,O]

|h|︸ ︷︷ ︸
Expected number of terminations

+ λ1g(h,O)︸ ︷︷ ︸
Regularization term

.
(1)

Equation 1 is derived from J by expanding the joint probability into the product of Pr(Ht = ht|π,O) and
Pr(Tt = 0|Ht = ht, π,O). With some algebraic manipulation, we observe that maximizing Pr(H = h|π,O) while min-
imizing

∑|h|
t=1 Pr(Tt = 1|Ht = ht, π,O) maximizes the objective in J . Finally, we also introduce a scalar weight λ2 to

balance the contribution of each term to Ĵ . Equation 1 can be expressed entirely in terms of π, options O = {o1, . . . , on}
and the transition function, P , while removing the expectations and probabilities—this allows us to compute its value
exactly. These expressions are given in recursive form by the following theorems:

Theorem 1. Let Ot denote the option selected for execution at the tth state in a trajectory ht. Given a set of op-
tions O and a policy over options π, the expected number of terminations is given by:

∑|h|
t=1 E [Tt = 1|Ht = ht, π,O] =

∑|h|
t=1

(∑
o∈O βo(st)

µo(st−1,at−1) Pr(Ot−1=o|Ht−1=ht−1,π,O)∑
o′∈O µo′ (st−1,at−1) Pr(Ot−1=o′|Ht−1=ht−1,π,O)

)
,

where Pr(Ot−1 = o|Ht−1 = ht−1, π,O) =

[(
π(st−1, o)βo(st−1)

)
+

(
P (st−2, at−2, st−1)µo(st−2, at−2) Pr(Ot−2 = o|Ht−1 =

ht−1, π,O)(1− βo(st−1))

)]
,, and Pr(O0 = o|H1 = h1, π,O) = π(s0, o).
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Theorem 2. Given a set of options O and a policy over options π, the probability of generating a trajectory h is given by:

Pr(H = h|π,O) = d0(s0)
[∑

o∈O π(s0, o)µo(s0, a0)f(h, o, 1)
]∏|h|−1

k=0 P (sk, ak, sk+1), where f is the recursive function

f(h, o, i) =





1, if i = |h|[
βo(si)

∑
o′∈O π(si+1, o

′)µo′(si+1, ai+1)f(h, o
′, i+ 1)

+(1− βo(si))µo(si+1, ai+1)f(h, o, i+ 1)

]
, otherwise

Assuming a parametric representation for (µo, βo),∀o ∈ O, and for a policy over option π, we are able to differentiate the
objective in Ĵ with respect to their parameters and optimize with any standard optimization technique.

3.3 Learning Options Incrementally
One common issue in option discovery is identifying how many options are needed for a given problem. Oftentimes this
number is pre-defined by the user based on intuition. In such a scenario, one could learn options by simply optimizing
the proposed objective in Eq. 1. Instead, we propose not only learning options, but also the number of options needed,
by the procedure shown in Algorithm 1.

Algorithm 1 Option Learning Framework
Collect set of trajectoriesH
Initialize option set O with primitive options
done = false
Jprev = −∞
while done == false do

Initialize new option o′ = (µ′, β′)
O′ = O ∪ o′
Initialize policy π over O′

for epoch=1,. . . ,N do
maximize Ĵ w.r.t o′ and π

end
if Ĵ − Jprev < ∆ then

done = true
else
O = O ∪ o′ Jprev = Ĵ

end
end

The algorithm introduces one option at a time and alternates
training between π and the newly introduced option, o′, for N
epochs. Any previously introduced option is kept fixed. Af-
ter the new option is trained, we measure how much J has im-
proved; if it fails to improve above some threshold ∆, the pro-
cedure terminates. This results in a natural way of obtaining an
appropriate number of options to represent the observed trajec-
tories.

4 Experimental Results
We tested our approach in the four-room domain: a Gridworld
of size 40 × 40, in which the agent is placed in a randomly se-
lected start state and needs to reach a randomly selected goal
state. At each time-step the agent executes one of four available
actions: moving left, right, up or down, and receives a reward
of −1. Upon reaching the goal state, the agent receives a reward
of +10. To generate the data needed to apply our technique, we
collected ten sample trajectories from optimal policies for ten
randomly placed start and goal locations. Options were repre-
sented as 2-layer neural networks with a softmax output layer
over the four possible actions representing µ, and a separate sig-

moid layer representing β. We used the tabular form of Q-learning with ε-greedy exploration as the learning algorithm,
and compared our approach to two competing methods: the option-critic architecture [1] and eigenoptions [4].

Figure 1a shows the change in the loss while learning options, as new options are introduced and adapted to the sam-
pled trajectories. It shows how the expected number of decision (blue) decreases and the probability of generating the
observed trajectories (red) increases as training progresses. In this case, options were learned over the 10 sampled opti-
mal trajectories and every 50 epochs a new option was introduced to the option set O, for a total of 4 options. For every
new option, the change in probability of generating the observed trajectories as well as the change in expected number
of decisions reaches a plateau after 30 or 40 training epochs. When a new option is introduced, there is a large jump in
the loss because a new policy π is initialized arbitrarily to account for the new option set being evaluated. However, after
training the new candidate option, the overall loss improves beyond what it was possible before introducing it.

In Figure 1b we present the learning performance on 20 novel test MDPs (randomly selected start and goal states) after
each competing method was allowed to learn options on 10 train tasks from where optimal trajectories were obtained.
We contrast the performance of learned options without KL regularization, with λ1 = 0 (green), options with KL regular-
ization, with λ1 = 0.1 (red), options before learning (orange), only primitives (blue), eigen options (brown), option-critic
(purple). The plot shows the average return (and standard error) over 20 different start and goal locations on the y-axis
and the training episode on the x-axis. Our approach was able to identify options that, given a fixed number of episodes
used for training, allowed the agent to reach an optimal performance level when other methods failed to do so. This
difference became even more pronounced diversity was encouraged by using a KL regularization term. These results
provide compelling evidence that the learned options are efficient at solving new problems.
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(a) Visualization of objective in four rooms over 200 training
epochs. Every 50 epochs a new option is introduced;

decreasing the expected number of decisions (blue) and
increasing the probability of generating the observed

trajectories (red).

(b) Performance Comparison on four rooms among option critic
(purple), eigen options (brown), primitives (blue), initial options
(orange), learned options without KL regularization (green), and

learned options with KL regularization (red).

Figure 1: Results on four room environment. The figure on the left shows the evolution of the training loss as new
options are introduced, the figure on the right shows the learning curves on test domains.

5 Conclusion and Future Work
In this work we presented an optimization objective to learn options offline from historical data. We assume that trajecto-
ries are obtained from (near)-optimal policies and learn options that allow an agent to reproduce them while minimizing
the number of decisions the agent makes in order to do so. Our initial results show that options adapt to the trajectories
given and they lead to more efficient learning. There are some clear direction for future development. First, more ex-
perimentation is needed to asses how well this approach scales to more complex environments. Second, our approach
is only applicable for learning options offline; one interesting modification would be able to sample trajectories as the
agent is learning a task and apply the procedure online to find new, better policies. This preliminary work indicates that
the proposed optimization problem leads to the discovery of efficient options.
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Figure 1: (a): Treasure World; (b): The agent needs to find and pick up objects in the specific order key, lock, door,
chest. Any deviation from that order resets the sequence (dashed gray lines); (c): The (I) off-policy, (II) zero-shot
transfer and (III) zero-shot transfer with augmented shapes and colors setup; (d): The objective is to pick up as many
chests as possible (purple). The bottom left plot shows performance relative to final performance of the best baseline
(glutton, dashed line) as a function of training. Our method quickly learns to become competent on all 4 subtasks, one at
a time. The margin of improvement over the baseline is largest on the hardest subtasks (see section 4 for details). (e): The
stacked bar plot shows the average number of collected objects after training (1.5B frames). E.g., the Unicorn’s chest
policy typically collects 10 keys, 7 locks, 6 doors and 5 chests.

1 Introduction

Continual learning, that is, learning from experience about a continuing stream of tasks in a way that exploits previously
acquired knowledge or skills, has been a longstanding challenge to the field of AI [13, 7]. An ideal continual learning
agent should be able to (A) solve multiple tasks, (B) exhibit synergies when tasks are related, and (C) cope with deep
dependency structures among tasks (e.g., a lock can only be unlocked after its key has been picked up).

Previous work on continual learning with Reinforcement Learning (RL), and specifically on solving tasks with deep
dependency structures, has typically focused on separating learning into two stages [9, 11, 3]. In contrast, we aim to solve
tasks with deep dependency structures using RL in a single-stage end-to-end learning setup. In addition, we aim to train
the agent on all tasks simultaneously regardless of their complexity. We extend Universal Value Function Approximators
(UVFAs) [6, 8, 10] with off-policy learning [8, 12] about multiple goals simultaneously, and scale them up to a parallel
agent architecture [5, 2] and train them end-to-end. Our resulting novel continual learning agent, called Unicorn1, is
capable of consistently solving continual learning tasks with deep dependency structures, at scale, in complex domains
(Figure 1e). Additional contributions include adapting a parallelized policy-based state-of-the-art RL architecture [2]
to value-based as well as incorporating off-policy learning and off-policy corrections into the architecture. We present
a continual learning experiment whereby the Unicorn learns to solve tasks with deep dependency chains (e.g., collect
a key, unlock a lock, open a door, and collect a chest in that order. Then receive a reward upon completion of the
task). This was impossible for existing methods (see the ‘expert(chest)’ baseline in Figure 1e). We also present a detailed
investigation with multiple ablation experiments, showing that Unicorn effectively learns multiple tasks in parallel and
exhibits synergies when tasks are related.

2 Background

Reinforcement learning (RL) A Markov decision process is defined as a 5-tuple 〈S,A, r,P, γ〉 where S is a set of states,
A is a set of actions, r : S × A → R is the reward function, P : S × A × S → [0, 1] is a transition probability distribution
and γ ∈ [0, 1) is a discount factor. Action value functions Qπ(s, a) = Eπ[Rt|st = s, at = a] estimate the expected return
for an agent that selects an action a ∈ A in some state s ∈ S, and follows policy π thereafter. We define the n-step return
as G(n)

t =
∑n
k=1 γ

k−1rt+k + γnmaxaQ(st+n, a).

Universal Value Function Approximators (UVFA) extend value functions to be conditional on a goal signal g ∈ G, with
their function approximator (such as a deep neural network) sharing an internal, goal-independent representation of the
state f(s) [6]. As a result, a UVFA Q(s, a; g) can compactly represent multiple policies by conditioning on any goal signal
g and choosing actions greedily. UVFA’s have previously been implemented in a two-stage process involving a matrix
factorization step to learn embeddings and a separate multi-variate regression procedure. In contrast, the Unicorn learns
Q(s, a; g) end-to-end, in a joint parallel training setup with off-policy goal learning and corrections.

Tasks vs. goals. For the purposes of this paper, we assign distinct meanings to the terms task (τ ) and goal signal (g). A
goal signal modulates the behavior of an agent (e.g., as input to the UVFA). In contrast, a task defines a pseudo-reward
rτ (e.g., rkey = 1 if a key was collected and 0 otherwise). During learning, a vector containing all pseudo-rewards is

1Unicorn stands for “UNIversal Continual Off-policy Reinforcement learNing”.
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visible to the agent on each transition, even if it is pursuing one specific goal. Each experiment defines a discrete set of
K tasks {τ1, τ2, . . . , τK}. In transfer experiments, tasks are split between K ′ training tasks and K −K ′ hold-out tasks.

3 Unicorn

This section introduces the Unicorn agent architecture with the following properties to facilitate continual learning. (A):
The agent should have the ability to simultaneously learn about multiple tasks. We use a joint parallel training setup with
a single learner but many actors working on different tasks to accomplish this (sections (II) and section (IV)). (B): As the
agent accumulates more knowledge, we want it to generalize by reusing some of its knowledge to solve related tasks.
This is accomplished using a single UVFA to capture knowledge about all tasks, with a separation of goal-dependent and
goal-independent representations to facilitate transfer (section (I)). (C): The agent should be effective in domains where
tasks have a deep dependency structure. This is the most challenging aspect, but is enabled by off-policy learning from
experience across all tasks (section (III)).

(I) Value function architecture: A key component of the Unicorn agent is a UVFA, which is an approximator, such as a
neural network, that learns to approximate Q(s, a; g). The power of this approximator lies in its ability to be conditioned
on a goal signal g. This enables the UVFA to learn about multiple tasks simultaneously where the tasks themselves
may vary in their level of difficulty (e.g., tasks with deep dependencies). Our proposed UVFA architecture is depicted
schematically in Figure 2 (Bottom Right): The output of the LSTM is concatenated with an “inventory stack” to form
a goal-independent representation of state f(s). This vector is then concatenated with a goal signal g and fed into a
multi-layer perceptron (MLP) to produce the output vector of Q-values (one for each possible action a ∈ A). The union
of trainable parameters from all these components is denoted by θ.

(II) Behaviour policy: At the beginning of each episode, a goal signal gi is sampled uniformly, and is held constant
for the entire episode. The policy executed is ε-greedy after conditioning the UVFA on the current goal signal gi: with
probability ε the action taken at is chosen uniformly from A, otherwise at = argmaxaQ(st, a; gi).

(III) Off-policy multi-task learning: Another key component of the Unicorn agent is its ability to learn about multiple
tasks off-policy. Therefore, even though it may be acting on-policy with respect to a particular task, it can still learn about
other tasks from this shared experience in parallel. Concretely, when learning from a sequence of transitions, Q-values
are estimated for all goal signals gi in the training set and n-step returns G(n)

t,i are computed for each corresponding task

τi as G(n)
t,i =

∑n
k=1 γ

k−1rτi(st+k, at+k) + γnmaxaQ(st+n, a; gi). When a trajectory is generated by a policy conditioned
on one goal signal gi (the on-policy goal with respect to this trajectory), but used to learn about the policy of another
goal signal gj (the off-policy goal with respect to this trajectory), then there are often action mismatches, so the off-
policy multi-step bootstrapped targets become increasingly inaccurate. Following [14], we therefore truncate the n-step
return by bootstrapping at all times t when the taken action does not match what a policy conditioned on gj would
have taken,2 i.e. whenever at 6=a Q(st, a; gj). The network is updated with gradient descent on the sum of TD errors
across tasks and unrolled trajectory of length H (and possibly a mini-batch dimension B), yielding the squared loss

L = 1
2

∑K′

i=1

∑H
t=0

(
G

(n)
t,i −Q(st, at; gi)

)2
where errors are not propagated into the targets G(n)

t,i .

(IV) Parallel agent implementation: We employ a parallel agent setup consisting of multiple actors, running on separate
(CPU) machines, that generate sequences of interactions with the environment, and a single learner (GPU machine) that
pulls this experience from a queue, processes it in mini-batches, and updates the value network (see Figure 2, Top Right).
Each actor continuously executes the most recent policy for some goal signal gi. Together they generate the experience
that is sent to the learner in the form of trajectories of length H , which are stored in a global queue. The learner batches
up trajectories pulled from the global queue (to exploit GPU parallelism), passes them through the network, computes
the loss (Section (III)), updates the parameters θ, and provides the most recent parameters θ to actors upon request.

4 Experiments
Following our stated motivation for building continual learning agents, we set up a number of experiments that test the
Unicorn’s capability to solve (A) multiple (Section 4A), (B) related (Section 4B) and (C) dependent tasks (Section 4C).

Domain: We developed a visually rich 3D navigation domain within the DM Lab framework [1] which we call Treasure
World (Figure 1a). The specific level used consists of one large room filled with 64 objects of multiple types and equal
frequency. Whenever an object is collected, it respawns at a random location in the room. Episodes last for 60 in-
game seconds, which corresponds to 450 time-steps. The continual learning experiments last for 120 in-game seconds.
The objects used in the multi-task and transfer domains are different color variations of cassettes, chairs, balloons and
guitars. For continual learning, the TV, ball, balloon and cake objects play the functional roles of a key, lock, door and
chest respectively. Visual observations are provided only via a first-person perspective, and are augmented with an

2Returns are also truncated for the on-policy goal when epsilon (i.e., non-greedy) actions are chosen.
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Figure 2: (a) Multi-task Learning A single Unicorn agent learns to collect any out of 16 object types in the environment.
Each thin red line corresponds to the on-policy performance for one such task; the thick line is their average. We ob-
serve that performance across all tasks increases together, and much faster, than when learning separately about each
task (black). See text for the baseline descriptions. (b) Off-policy ablative experiment; (c) Zero shot performance with
augmented tasks and (d) Zero shot performance without augmented tasks. Top Right: Unicorn Actor/Learner setup
Bottom Right: Network architecture.

inventory stack with the five most recently collected objects. Picking up is done by simply walking into the object. There
is no special pick-up action; however, pick-ups can be conditional, e.g., a lock can only be picked up if the key was
picked up previously. The goal signals are pre-defined one-hot vectors unless otherwise stated.

Baselines We compare four baselines to the Unicorn agent. The first two baselines have the same architecture and
training setup as the Unicorn but are conditioned and learn about a single goal g. We train one of these single-task
expert agents for each individual task. Baseline (1): expert (single), which is the single-task expert performance averaged
across all tasks. The horizontal axis for this baseline is not directly comparable as the experts together consume K times
more experience than the Unicorn (as each single-task expert is trained on a separate network). We therefore represent
this baseline with a dotted line to indicate an upper performance bound. Baseline (2): expert, which focuses on sample
complexity and takes all accumulated experience of all the single-task expert agents, across all tasks, into account. In this
case, the axes are directly comparable. Baseline (3): glutton, also uses the same architecture and training setup, but uses a
single composite task whose pseudo-reward is the sum of rewards of all the other tasks rglutton(s, a) =

∑K
i ri(s, a). This

is also a single-task agent that always acts on-policy according to this cumulative goal. Its performance is measured by
calculating the rewards the glutton policy obtains on the individual tasks. This baseline is directly comparable in terms
of compute and sample complexity. Baseline (4): a uniformly random policy.

(A) Learning multiple tasks: The multi-task Treasure World experiment uses 16 unique objects types (all objects have
one of 4 colors and one of 4 shapes), with an associated task τi for each of them: picking up that one type of object is
rewarding, and all others can be ignored. Figure 2a shows the learning curves for Unicorn and how they relate to the
baselines; data is from two independent runs. We see that learning works on all of the tasks (small gap between the
best and the worst), and that learning about all of them simultaneously is more sample-efficient than training separate
experts, which indicates that there is beneficial generalization between tasks. As expected, the final Unicorn performance
is much higher than that of the glutton baseline.

(B) Generalization to related tasks: The first transfer experiment (Figure 1c(II)) investigates zero-shot transfer to a
set of four hold-out tasks (objects within the orange boxes) that see neither on-policy experience nor learning updates.
Generalization happens only through the relation in how goal signals are represented: each gi ∈ R8 is a two-hot binary
vector with one bit per color and one bit per shape. Successful zero-shot transfer would require the UVFA to factor the set
of tasks into shape and color, and interpret the hold-out goal signals correctly. Figure 2d shows the average performance
of the hold-out tasks, referred to as zero-shot, compared to the training tasks and the additional baselines. We observe
that there is some amount of zero-shot transfer, because the zero-shot policy is clearly better than random.

The second transfer experiment (Figure 1c(III)) augments the set of training tasks by 8 abstract tasks (20 training tasks
in total) where reward is given for picking up any object of one color (independently of shape), or any object of one
shape (independently of color). Their goal signals are represented as one-hot vectors gi ∈ R8. Figure 2c shows that this
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augmented training set substantially helps the zero-shot performance, above what the glutton baseline can do. These
results are consistent with those of [4]. More detailed learning curves can be found in the appendix.

Ablative study - Learning only from off-policy updates: In a probing experiment (Figure 1c(I)), the Unicorn actors only
act on-policy with respect to the 12 training goal signals (all non-cyan objects), but learning happens for the full set of 16
objects; in other words the cyan objects (surrounded by the orange bounding box) form a partial hold-out set, and are
learned purely from off-policy experience. Figure 2b summarizes the results, which show that the agent can indeed learn
about goals from purely off-policy experience. Learning is not much slower than the on-policy goals.

(C) Continual learning with deep dependencies This section presents experiments that test the Unicorn agent’s ability
to solve tasks with deep dependency structures (C). For this, we modified the Treasure World setup slightly: it now
contains four copies of the four3 different object types, namely key, lock, door and chest, which need to be collected
in this given order (see Figure 1b). The vector of pseudo-rewards corresponding to these tasks are conditioned on precise
sequences in the inventory: to trigger a reward for the door task, the previous two entries must be key and lock,
in that order. Any object picked up out of order breaks the chain, and requires starting with the key again. Here,
improving the competence on one task results in easier exploration or better performance on the subsequent one as
shown in Figure 1d. The bar-plot in Figure 1e shows this stark contrast: compare the height of the violet bars (that is,
performance on the chest task) for ‘unicorn(chest)’ and ‘expert(chest)’ – the Unicorn’s continual learning approach
scores 4.75 on average, while the dedicated expert baseline scores 0.05, not better than random. Across 5 independent
runs, the chest expert baseline was never better than random. On the other hand, the glutton baseline learned a lot
about the domain: at the end of training, it collects an average of 38.72 key, 16.64 lock, 6.05 door and 1.05 chest
rewards. As it is rewarded for all 4 equally, it also encounters the same kind of natural curriculum, but with different
incentives: it is unable to prioritize chest rewards. In contrast, the Unicorn conditioned on gchest collects an average of
9.93 key, 6.99 lock, 5.92 door and 4.75 chest rewards at the end of training. A video of the Unicorn performance in
the 16 object setup is available online4.

5 Conclusion

We have presented the Unicorn, a novel agent architecture that exhibits the core properties required for continual learn-
ing. Unicorn is able to (A) efficiently learn about multiple tasks, (B) leverage learned knowledge to solve related tasks,
even with zero-shot transfer, and (C) solve tasks with deep dependencies. All of this is made efficient by off-policy
learning about multiple tasks simultaneously, using parallel streams of experience coming from a distributed setup. Ex-
periments in a rich 3D environment indicate that the Unicorn clearly outperforms the corresponding single-task baseline
agents, scales well, and manages to exploit the natural curriculum present in the set of tasks.
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Abstract

In recent years, people have welcomed intelligent, autonomous agents into their homes and factories to perform various
useful tasks. We will increasingly rely on these agents to assist with and make important decisions in scenarios that
can be represented as sequential decision-making problems. In some of these problems, potential social ramifications
and trade-offs must be considered. In these situations, it is essential for these agents to integrate human norms with
traditional methods for learning in complex environments, such as reinforcement learning. In this work, we propose a
novel framework, called Penalty-Modified Markov Decision Processes, for reinforcement learning in environments with
potentially many norms. We formalize the learning and decision-making problem as solving a Markov decision process
that is modified only as norms are violated. We show that the upper bound on the number of states created using our
method is equivalent to the lower bound on the number of states created using existing approaches.
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1 Introduction

Emerging autonomous agents will make increasingly more decisions that significantly impact human lives. These agents
will reason about and take action in social environments, in which there are many socially-constructed norms, culturally-
and socially-influenced preferences, and individual and collective values dependent on context and situation. To act
appropriately in environments where actions may have social ramifications, these agents must integrate human values,
norms, and preferences with traditional task-learning methods, such as reinforcement learning (RL). Integrating all of
the aforementioned components is a lofty goal, as it requires the agent to reason about interconnected pieces at different
levels of abstraction. Because norms are reflective of cultural, societal, and individual values and have an accompanying
grounded action prescription, they are less abstract than values (e.g., the norm “always tell the truth” instead of the
value “honesty”) and can reflect both individual and societal preferences. This expressivity makes focusing on norms
more desirable than focusing on values or individual preferences alone — especially in social environments.

Existing methods for incorporating normative reasoning into sequential decision-making problems suffer from a lack of
scalability. In part, this issue stems from the coupling of norms and their resulting penalties: norms with shared penalties
are considered to be separate, independent norms. However, penalties are often shared across various norm violations.
Consider the penalties that arise from moving violations. Some of these penalties, such as fines, are immediate, one-
time penalties that differ greatly in value (e.g., $75, $100). In addition to fines, a common long-term penalty for moving
violations is demerit points on one’s driving record. These points may arise from a number of different violations, such as
speeding, failing to comply with the seatbelt law, or reckless driving. One loses one’s driving license after accumulating
enough points — regardless of the norm violations that led to the accumulation of these points.

To incorporate the observation of shared long-term penalties across different norms and to address the issue of scalability,
we propose a novel framework, called Penalty-Modified Markov Decision Processes (PMMDPs), for RL agents to learn
appropriate behavior in social environments with norms. We formalize the problem as solving a Markov decision process
that is modified when norms are violated. We show that the upper bound for the number of states created by our method
is equivalent to the tight bound of the number of states created using previous methods.

2 Background and Related Work

Markov decision processes (MDPs) are the standard formalism for modeling sequential decision-making problems. An
MDP is a five-tuple consisting of a set of states S, a set of actionsA, a state transition probability function T : SˆAˆS Ñ
r0, 1s that defines the transition dynamics, a reward functionR : SˆAÑ R, and a discount factor γ P r0, 1s that represents
the importance of future rewards relative to immediate rewards. In general, the goal of a planning or reinforcement
learning (RL) agent is to maximize the expected cumulative discounted reward of its policy, π : S ˆAÑ r0, 1s, which is a
probability distribution over state-action pairs. Typically, in RL problems, the agent lacks direct access to T andR, while
planning problems assume that an agent has precise knowledge of these components.

Prior work in norm-aware reinforcement learning (RL) uses reward shaping to incorporate human desires that are inde-
pendent from the task-completion goals [7], or has the agent learn an ethical utility function that is a part of the hidden
state of a partially observable Markov decision process [1]. These approaches can only be used for norms with reward
penalties; they cannot be used for norms with long-term penalties, such as those that modify the state space and the tran-
sition function. This is important because some penalties, such as demerit points on one’s license for moving violations,
cannot be effectively captured by reward penalties alone.

An alternative way to incorporate human-specified restrictions is the framework of Constrained MDPs [2]. Under this
formulation, a domain contains multiple objectives. The goal is to maximize one of these objectives subject to constraints
on the other objectives. Though an existing MDP can be modified by adding addition constraints, Constrained MDPs
only restrict certain actions or apply immediate penalties. They do not provide a mechanism for changing environment
dynamics as a result of constraint violations, so they are suitable for a different set of applications than our framework.

Another work [5], which is employed in planning with normative constraints, expresses penalties (or sanctions) as mod-
ifications to the agent’s capability function and transition function. The capability function C : S Ñ A is a component
of the MDP that denotes the set of admissible actions for each state. This approach does not include reward function
modifications and strictly enforces action constraints on the agent.

A similar approach to ours, called Normative Markov Decision Processes (NMDPs), considers the full set of norms in the
state space [4]. However, as noted in [6], using this representation in an RL setting causes the problem to succumb to
the curse of dimensionality [3], meaning the problem is computationally intractable with a large number of norms. The
Modular Normative Markov Decision Process (MNMDP) framework seeks to mitigate the issue of scalability with NMDPs
by constructing a separate MDP for each individual norm and for each set of interacting norms [6], where the state
representation for each MDP consists of the original components of the state space in addition to the relevant norm(s).
Interacting norms are defined as norms which are simultaneously relevant to the agent’s decision and must be considered
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together. When there are many interacting norms in the environment, this representation suffers from increased state-
space size — especially when it is not known a priori which and how many norms will interact. In some cases, using the
NMDP approach is preferable over the MNMDP approach because the total number of states created is less in the former
than the latter, which we prove in Section VI.

3 Penalty-Modified Markov Decision Processes

We introduce a new method, Penalty-Modified Markov Decision Processes (PMMDPs), for norm-aware reinforcement
learning. Our method is motivated by the insight that, in the real world, norms often share penalties. We base our novel
method on the standard Markov decision process (MDP) framework. In our framework, each Penalty-Modified MDP is
a seven-tuple xS,A, T ,R, γ,N ,Py consisting of the common MDP components, a totally ordered set of norms N , and a
totally ordered set of penalties P that arise from violating norms in N . The set of norms and the set of penalties are each
ordered based on their precedence; members of these sets are applied based on the order.

We depart from previous literature in our representation of norms by decoupling the changes that arise when an agent
violates the norm from the norm itself. We present an initial, simplified norm representation with few components to
highlight the novelty of our contribution; however, we could easily extend our representation to include more compo-
nents used in other approaches, such as the authority that issued the norm. We represent a norm n in a totally ordered
set of norms N as n P N “ xC, σy, where C is the violation condition and σ consists of the set of MDP modifications, or
sanctions, that arise when n is violated. The violation condition C is a propositional function that determines whether a
norm has been violated, defined as C : stˆ aˆ st`1 Ñ t0, 1u. For example, consider the norm of yielding to a pedestrian
in a crosswalk. To test whether this norm has been violated by a driving agent, the propositional function tests for the
presence of a pedestrian and whether the agent chose to continue driving instead of stopping. If the agent did not yield
to the pedestrian, the propositional function evaluates to 1, indicating that the norm has been violated; otherwise, it
evaluates to 0, indicating that the norm has not been violated.

As a result of violating a norm, the corresponding sanctions in σ are applied to the MDP. There are two components,
σ “ xσR, σpy, which are modifications to the reward function and the state, respectively. The reward function modifier
is the immediate reward penalty for violating n. It is represented by σR : rt Ñ rm, where rt is the original reward
received for taking the action and rm is the new reward received based on the norm violation. This is akin to an agent
receiving a fine for speeding, or another moving violation: the reward that may result from reaching the destination more
quickly is augmented by the penalty for exceeding the speed limit. The state modifier consists of a penalty flag added to
the following state to indicate the ongoing application of a penalty due to a violation. Specifically, σp corresponds to a
specific feature which is normally 0 but is set to 1 when the norm is violated. This is akin to an agent receiving a demerit
point on its driving record for a moving violation. Unlike the one-time penalty of a fine, a demerit point is a long-term
penalty that remains on the agent’s record until another event causes it to be removed.

The penalty flags are used by the set of penalties P for restricting or modifying future agent behavior. For each σp penalty
flag set by one or more norms, P contains a transition function modifier Tp which modifies the transition function by
mapping each st`1 to an alternate st`1. Effectively, P defines a sequence of Tp which are applied after the standard
transition function T , but each Tp only changes the state if σp is 1 in the state. By separating norms from penalties,
several different norms which result in the same long-term sanctions can share a feature indicating that the sanction
should be applied due to a norm violation.

As in previous work, the other components of the MDP must also be modified to accommodate norms. The state space S
now includes all states in the original state space (with all norm violation features set to 0) and all reachable states with at
least one non-zero norm violation feature. This is similar to the modification performed when using an MNMDP, except
we do not restrict the number of norms which can be simultaneously violated. The reward function R and transition
function T are modified to be invariant to the norm violation features with the exception that T preserves norm violation
flags (i.e., Ppst`1|st, atq “ 0 if strσps ‰ st`1rσps for any σp). The action space A and discount factor γ remain unchanged.

4 Learning in an Environment with Norms

Using the PMMDP framework, an agent can learn how to perform desired tasks in an environment with norms. No-
tably, the PMMDP can either be pre-computed as a pre-processing step or modified during the learning process. In this
paper, we focus only on the modification of the PMMDP during the learning process; however, we plan to empirically
demonstrate the efficacy of both approaches as future work.

The application of norm penalties to the MDP during the learning process proceeds as shown in Algorithm 1. When an
agent takes an action in an environment, the original transition is computed without norms. Then, the transition is up-
dated to account for the ongoing effects of previous norm violations, if any exist. The transition update is accomplished
by sequentially applying the transition function modifiers, which correspond to the penalties of the violated norms. After
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Algorithm 1 Modifying an MDP with Norm-Violation Penalties
function APPLY-PENALTIES(st, a, rt, st`1)

for xC, xσR, σpyy in N do Ź sequentially check if norms are violated and apply corresponding sanctions
if IS-IN-VIOLATION(C, st, a, st`1) then Ź use condition function to check if agent violated norm

st`1rσps Ð 1
rt Ð σRprtq

return st`1, rt
function PERFORM-STEP-WITH-PMMDP(st, a)

st`1, rt Ð COMPUTE-TRANSITION(st, a) Ź compute transition for unmodified state
for xσp, Tpy in P do Ź sequentially apply transition function modifiers for norm violations

if st`1[σp] is 1 then
st`1 Ð Tppst`1q

st`1, rt Ð APPLY-PENALTIES(st, a, rt, st`1)
return st`1, rt

that, the transition is evaluated for norm violations. For each norm n P N , the corresponding propositional function is
evaluated. If the agent violated the norm in question, then σR is applied to the reward for this transition and σp is applied
to the following state. The agent then transitions to the new state st`1 that includes the new penalty modification and
receives the modified reward.

Consider an agent in a realistic driving domain. When the agent takes an action, the transition is computed without
considering traffic laws. Then, the transition is updated to account for the ongoing effects of previous moving violations
(if they exist), such as points on its driving record. After that, each relevant traffic norm (e.g., speed restrictions, turn-
signal regulations) is examined to determine if any of these norms were violated by agent. Any fines (reward penalties)
are then applied to the reward for this transition and any demerit points (penalty flags) are then applied to the following
state. The agent then transitions to the new, modified state that includes the demerit point(s) and receives the modified
reward that includes the fine(s). For example, if an agent did not yield to a pedestrian in a crosswalk, it would receive a
fine of $100 and a demerit point on its driving record. The modified reward would include this fine and the modified state
would include this demerit point. The demerit point will affect future transitions through the corresponding penalty-
specific transition function that will be applied after the standard transition function.

5 Analysis

In this section, we show an upper bound on the number of states in a PMMDP that is of the same order as the lower
bound on the number of states created using existing methods. This result shows that our formulation of norms scales
at least as well as existing methods, even in the worst case. We first demonstrate that there exist some cases where
using NMDPs is preferable to using MNMDPs, which has not previously been demonstrated. Then, we show that our
method is always at least as good as the MNMDP and NMDP approaches with respect to the number of states created.
Notably, with our approach, the state-space complexity of the MDP is only increased with the number of penalties that
are imposed by the norm violations. If the agent does not violate any norms, then no penalties are imposed, and, thus,
the agent solves the original MDP, making the best-case size of the state space equivalent to that of the original, normless
MDP. Importantly, this analysis is only for binary norm violation features; future work will extend this method to handle
non-binary features. See Table 1 for an overview of our analysis.

Theorem 1. There exist some cases where the NMDP formulation has fewer states than the MNMDP formulation.

Proof. Let n be the total number of norms and d be the total number of possible interactions between norms, where an
interaction is defined as two or more norms that are concurrently activated in a scenario. As shown by the authors when
the MNMDP approach was introduced [6], the number of states in the fully-normative MDP framework is of the order
Ωp2nq and the number of states in the MNMDP framework is of the order Ωpndq. That means that using the MNMDP
framework is preferable if nd ă 2n, which can be converted to log2pndq ă n. Then, dplog2 nq ă n, so d ă n{ log2 n.
Thus, the MNMDP framework is preferable to the fully normative MDP approach when the number of interactions, or
concurrently active norms, is less than n{ log2 n.

Theorem 2. The number of states in a PMMDP is never more than the number of states in the corresponding MNMDP nor the
number of states in the corresponding NMDP.
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Approach Number of States Created Note
NMDP Ωp2nq

MNMDP Ωpndq If d ą n{ log2pnq, more states created than NMDP
PMMDP Op2pq,Oppdq p ď n

Table 1: Analysis of the number of states created for each of the three methods. The state-space size for NMDPs is
exponential in n, where n is the number of norms that can be either on or off. The state-space size for MNMDPs is
exponential in d, where d is the maximum number of interactions between norms. The worst-case state-space size for
PMMDPs is exponential in p or exponential in d; importantly, p ď n, so no more states are ever created than in the other
two methods.

Proof. Let p be the number of possible penalties. In the worst case of a one-to-one mapping of penalties to norms, where
each norm has its own unique penalty, the number of penalties p is equivalent to the number of norms n (p “ n); however,
in general, p ď n because the set of norms to penalties consists of one-to-one or many-to-one mappings. Let |P | be the
number of possible concurrent penalties. Because p ď n, |P | ď 2p ď 2n. Continuing with the aforementioned notation in
the proof of Theorem 1, let d be the maximum number of concurrent norms. Then,

|P | “
dÿ

i“1

ˆ
p

d

˙
“
ˆ
p

1

˙
` ...`

ˆ
p

d

˙
Ñ p1 ` ...` pd (1)

Hence, the number of states created in our approach is Oppdq, meaning that the upper bound of the number of states
created in our approach is equivalent to the lower bound on the number of states created by the NMDP and MNMDP
methods.

6 Conclusion

We present a novel framework for RL with normative constraints. The number of states created in our framework is less
than other frameworks because it depends on the number of penalty flags, not on the number of norms (p ď n). The
computed worst-case bound on the number of states created by our method is of the same order as the lower-bounds
for previous work. Our framework also avoids redundant states, adding no more states than are included in the naive,
fully normative case. Furthermore, our framework is the first of its kind in an RL setting that includes penalties for norm
violations that modify the reward function, the transition function, and the state space.
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Abstract

In standard models of reinforcement learning (RL), the reward signal is objective and drives learning. For example,
in a video game, the points earned serve as an accessible and objective measure of reward that can be maximized by
an agent. However, outside the confines of such artificial environments, rewards are not specified. For example, no
objective rewards are associated with choosing to eat a pizza or spending time with a friend. In such cases, which
encompass almost all of human experience, the subjective value of the choice is interpreted by the agent by comparing
how well the choice aligns with the agent’s preferences. The agent can then update its preferences in the absence of
an objective reward, which in turn may alter future valuations of choices. To date, few RL models have formalized this
process of subjective reinforcement learning. We propose a new computational cognitive model which characterizes how
people make subjective decisions and update their preferences over time. The probability of a choice is a determined by
how similar choice options (e.g., pizza) are to the agent’s preference vector, where similarity is a function of attention-
weighted distance such that some attributes (e.g., taste) can be weighted more than others (e.g., calories). Preferences
are updated by gradient-descent learning rules that make repeating related choices (e.g., pizza over salad) more likely
in the future by adjusting attention weights and the position of the preference vector. These learning rules maximize
coherency by aligning preferences to match choices, a well-documented finding within the psychological literature of
free choice. This model, which radically departs from standard RL models, is validated by simulation and behavioral
experiments with humans. People updated their preferences and generalized to similar choices in a manner consistent
with the model.

Keywords: Subjectivity, Reinforcement Learning, Preferences, Cognitive
Modelling, Intrinsic Motivation, Coherency Maximization
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1 Introduction

Many standard models of reinforcement learning (RL) assume that rewards are the primary source of learning and that
agents are motivated to maximize them [1, 2]. It is therefore common to train RL agents in extrinsically rewarding
environments, where they can learn the correct policy by adapting to feedback from the environment. For example,
artificial agents have been shown to reach superhuman levels of play in games, where rewards are received for effective
play [3]. Those interested in human behaviour have demonstrated similarities between learning in artificial agents and
people in such tasks [2]. For example, evidence of a neural substrate for reward prediction error suggests that the brain
keeps track of extrinsic rewards associated with actions in a way similar to a popular RL algorithm, known as TD-learning
[4]. This has led to much excitement about the similarities between RL models and humans.

Despite these successes, many decisions in real life are made without an obvious extrinsic reward. For example, people
must choose between products in the supermarket and between presidential candidates when voting. Indeed, when
making such choices, people may feel strongly about choices that have little extrinsic advantage whatsoever. For exam-
ple, while cheaper instant coffee may be lighter on the wallet, it may taste worse than the competitors. This trade-off may
or may not be palatable, depending on people’s preferences for price and taste. In these cases, the subjective value of a
choice is determined by integrating over a range of different reward signals in relation to one’s preferences. The result is
a single measure of subjective value; a phenomenon that is predicted by dopamine signals in the brain [5, 6]. Yet — due
to use of extrinsically rewarding tasks — few models have formalized the process by which subjective preferences may
be learned and how they may interact with decisions over time.

To understand how people learn subjective preferences, it is necessary to consider people’s intrinsic motivations. Most
primitively, species are motivated to preserve homeostasis; seeking food when they’re hungry and rest when they’re
tired. Thus, some have proposed that intrinsic reward functions exist to motivate self-regulation [7, 8]. However, this
motivation may not fully account for all subjective decision making. For example, a large part of learning in childhood
is driven by play, suggesting that people are also driven by higher-level drives, such as curiosity [9]. Indeed, advances
have shown artificial curiosity to elicit good performance in sparsely-rewarding games [10, 11]. While this is promising,
there are likely other cognitive drives that motivate learning of subjective preferences beyond what has been explored
here.

In addition to being curious, people are also motivated to appear coherent with their past choices. For example, a recent
analysis of 280,000 real British consumers’ showed that they had a reduced tendency to explore new products the more
they repeat-purchased (i.e., exploited) the same one [12]. This is surprising, in that it is the opposite of what would be
expected of an agent motivated to minimize uncertainty in the environment. Rather, it suggests that people are motivated
to maximize the coherency between their preferences and past choices, meaning that they come to prefer the things they
choose. While simple, this kind of internal consistency is pivotal to many rational models of decision making [13]. For
example, it is often assumed that choices should be stochastically transitive [5]. Thus, in the absence of an extrinsic
reward signal, coherency may be the most rational strategy a person can fall back on. The notion that choices may be
self-reinforcing is not something that has been widely explored within RL and is therefore in need of investigation.

In this research, we present a new cognitive computational model of human preference formation and subjective decision
making. Inspired by RL, the model makes decisions and learns from these to update its preferences. However, unlike
standard models of RL, it does not assume that a reward must exist in order for an agent to learn. Specifically, the agent
makes choices and uses those as a basis to update their preferences and attentional focus. Thus, we say that the model
is motivated to maximize coherency between one’s past and present choices. Uniquely, the model learns preferences over
attributes of choices rather than choices themselves. This makes unique predictions about multi-attribute generalization
(or “spillover” effects), where people increase their preference towards attributes that discriminate in the choice just
made; a result predicted by “blocking effects” in associative learning [14]. In the remainder of this article, we introduce
the cognitive model and results from a laboratory experiment that confirms the existence of spillover effects caused by
coherency maximization and thus several key tenets of the model.

1.1 Model

We now describe our model of subjective preference learning and decision making. Note that vectors will now be denoted
in bold lowercase letters and matrices in bold uppercase letters.

Broadly speaking, the model works by maintaining an internal set of preferences and attention weights for attributes
across choices. For example, products in a supermarket can be described in terms of their nutritional content or whether
they are found in a salad [15]. Individuals will possess different preferences for those attributes, and pay differing
levels of attention to them. Preferences are therefore represented as ideal-points within a multidimensional space and
— alongside attention weights — used to determine how favourable a choice is at a given timepoint. In particular, the
higher the attention-weighted similarity, the more likely it will be to choose that option. Much like a reinforcement
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learning agent, the model takes an action, observes its environment, updates its internal state and then repeats the
process.

We denote the observation of options in the environment using the matrix O, which has a shape of N ×M . Here, N
denotes the number of choices available O = [o1,o2, ...,oN ]T at a given timestep. For simplicity of notation, we assume
that the model must choose between two items at any one time (i.e. N=2). However — in principle — the model is not
constrained to this. M denotes the number of attributes for each option. Thus, each column oi (i ∈ {1, ...N}) is a vector
of M attributes oi = [oi1, oi2, ..., oiM ]. Therefore, the element oij corresponds to the jth attribute (j ∈ {1, ...M}) of the ith
item.

Action selection

In order to determine the most appropriate choice, the model first calculates a probability over the available options
observed in O using the preference vector p = [p1, p2, ..., pM ]T and the attention weight vector w = [w1, w2, ..., wM ]T .
Each element of the preference and attention weight vectors pj and wj maps to an attribute j in the attribute vector oij .

In order to determine the probability of an action, the model calculates an attention-weighted similarity between the
preference vector and each of the N = 2 item vectors oi within the observation matrix O. We denote the attention-
weighted similarity as a(oi)

a(oi) = −γ




M∑

j=1

wj(oij − pj)2



1/2

(1)

Where γ is a scaling hyperparameter. Note that this weighted Euclidean similarity term is very similar to the one used
in the ALCOVE model of human categorization [16].

In order to determine the probability of selecting an option i, the attention-weighted similarity a(oi) is then fed into a
softmax function

f(oi) = P(Ii|O) = softmax(a(O))i =
exp a(oi)∑N
k=1 exp a(ok)

(2)

Action selection

Choices can be selected using one of the many popular strategies used in RL, such as ε-greedy or softmax action selection
[1]. In each case, higher probabilities for choices (i.e. stronger preferences) increase the likelihood of exploiting that
known favourite, rather than exploring disfavoured options. When using softmax selection specifically, the λ parameter
can be thought of as determining the “fussiness” of the agent’s choices, such that higher λ equates to a higher likelihood
of choosing the favorite. We denote the choice made by the agent as c.

Updating preference and attention-weight vectors

Following an action, the agent must then update its preference and attention weight vectors. As previously discussed,
people have a strong desire to make subjective choices in a way that is internally consistent. Data of consumer behaviour
has shown that — in subjective choice domains where there is no explicit feedback — preferences tend to follow choices
[12]. This has also been demonstrated inside the lab. Specifically, psychological studies of “free choice” have shown that
making a forced choice between items causes someone to increase their preference for it; a process that appears to be
reinforced by activity in the basal ganglia [17, 18]. We therefore update the preference and attention weight vectors so as
to maximize the likelihood of the previous choice.

The exact learning procedure used to update the preference and attention weight vectors is gradient descent on the cross-
entropy loss. After selecting an action, the cross-entropy loss is calculated between the action probabilities output by the
model f(oi) and the actual choice c that was made.

l(f(O), c) = −
N∑

i=1

1{c=i}log(f(oi)) (3)

After making an action, the preference and attention weights are updated so as to minimize the cross-entropy error.
Concretely, they are updated proportionally to the negative of the error gradient (i.e., gradient descent). For brevity, the
derivatives are not reported here.
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(a) (b)

Figure 1: Figure (a) shows results from the simulation, in which the agent is requested to choose between choice type 1
and 2 over 10,000 timeteps. The gray preference history is coloured by the ratio of the attention weights1, where lighter
values indicate a higher attention paid towards the second attribute. Figure (b) shows results from the experiment,
demonstrating the proportion that each pattern was chosen as a first, second and third preference.

2 Results and discussion

Model simulation

To demonstrate how this computational model behaves, we performed a simulation in a simple two-dimensional envi-
ronment, in which there are two choices that don’t vary on a first dimension but vary significantly on a second dimen-
sion. This is analogous to choosing between two cola brands that vary little in taste but differ distinctly in the color of the
branding. The results of this simulation are plotted in Figure 1a. After simulating 10,000 forced-choices using ε-greedy
action selection, one can see that the model eventually — due to happenstance — comes to prefer items with attributes
resembling those of choice type 1. Perhaps most interestingly, as it moves towards this choice type, the preferences and
attention of the model moves most in favour of the attributes of the choice that make it appear unique. Thus, the simu-
lation highlights two predictions made by our model. Firstly, it predicts that people will generalize their preferences to
novel items if they share attributes with items that they have already chosen. Secondly, people should overemphasize
their preference for attributes that made their choice unique. For example, a person should have an exaggerated prefer-
ence for other brands that use the colour unique to their preferred cola brand, even when they have never tried them. In
the remainder of this paper, we report results from a controlled experiment that attempts to test these key predictions.

Coherency maximization generalizes to similar options

To test the two aforementioned predictions of this model, 1003 participants were recruited to an online study via Amazon
Mechanical Turk. Participants were asked to design a robot. They were then introduced to a second robot, before both
turned around revealing previously unseen, randomly assigned patterns on their backs. Finally, participants were asked
to choose between three patterns; one that was unique to the back of the robot they had previously chosen (i.e. chosen
unique), another that was shared across the backs of the two robots and a final pattern that was unique to the back
of the robot they hadn’t designed (i.e. non-chosen). Firstly, it was hypothesized that — in accordance with the model
presented here — participants’ would prefer novel patterns that were associated with the robots they had previously
designed, implying that people reason about options and preferences within a multidimensional space. Secondly, it was
hypothesized that participants would have an exaggerated preference for patterns unique to the previously designed
robot; analogous to the well-documented “blocking effect” found in studies of associative learning [14]. To foreshadow,
results from the experiment confirmed both of these hypotheses.

Results from the experiment are shown in Figure 1b. To assess the significance of the effects, the rank sums of the
preferences for each choice type were computed for each participant. A non-parametric Friedman test of differences
among repeated-measures was conducted on the rank sums rendered significant (χ2 = 137.48, p < 0.001), suggesting
that there were significant differences among the preferences of participants for each choice type. To further assess
the significance of the differences between each of the choice types, three non-parametric Wilcoxon signed-rank tests
were conducted. Each p value was therefore compared to a Holm-Bonferroni corrected value. The first test comparing
the summed preferences between the chosen-unique (Median = 9, IQR = 4.0) and shared items (Median = 9, IQR =
3.0) was significant (Z = −2.91, p < 0.005, r = 0.09). The second test comparing the summed preferences between
the chosen-unique and non-chosen (Median = 11, IQR = 5.0) items was also significant (Z = −12.08, p < 0.001, r =
0.39). The final test comparing the summed preferences between the non-chosen and shared items was also significant
(Z = −11.70, p < 0.001, r = 0.38). These results therefore support our key hypotheses, in that they suggest making a
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forced-choice between options increases liking for novel options that are similar items just chosen and that people will
overemphasize their preference for attributes that made their choice unique.

In typical studies of RL, it is assumed that agents are motivated to maximize extrinsic reward and that this reward
forms the basis of learning. Yet, in real life, people often make decisions for which there is no clear reward signal. How
can people learn from such decisions? In this research, we argue that people have a fundamental desire to maximize
coherency between their past choices and present preferences. Uniquely, we extend existing results in the context of
“free choice” by showing that — as people reason about options in terms of a multi-attribute space — the desire to
maximize coherency can cause spillover effects, in which people come to prefer novel options that are similar (i.e., share
attributes) to ones previously chosen [17, 18]. In addition, the results show that — analogous to cue-competition effects
in associative learning [14] — people place an additional emphasis on the attributes of the choice that make it unique.

While in its infancy, this research hints at several challenges to the application of RL to subjective decisions. In partic-
ular, it suggests that learning and decision making are fundamentally different depending on the presence of extrinsic
reinforcement. For subjective decisions, people may not require reward to learn at all. Instead, it is possible that they
simply use their past choices to infer and update their preferences. Consequently, this can materialize in behaviour that
wouldn’t otherwise be predicted by uncertainty-minimizing agents, such as a reduced tendency to explore new options
the more they exploit [12]. Indeed, in this model, there are no “pure explorations”, as all choices exist within a known,
multi-dimensional space. In future research, we aim to evaluate the claim that uncertainty minimizing and coherency
maximizing can be elicited by rewards or the lack thereof, respectively. What is clear is that a new theory of subjective
RL may be required before these models can account for an important category of decisions made in the wild.
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1 Introduction

Over the past two decades, transfer learning [5, 11] is one of several lines of research that have sought to increase the
efficiency of training reinforcement learning agents. In transfer learning, agents train on simple source tasks, and transfer
knowledge acquired to improve learning on a more difficult target task. Typically, this has been a one-shot process,
where information is transferred from one or more sources directly to the target task. However, as the problems we task
reinforcement learning agents with become ever more complex, it may be beneficial (and even necessary) to gradually
acquire skills over multiple tasks in sequence, where each subsequent task builds upon knowledge gained in a previous
task. This insight is the basis for curriculum learning [1, 6].

The goal of curriculum learning is to design a sequence of source tasks (i.e. a curriculum) for an agent to train on, such that
after training on that sequence, learning speed or performance on a target task is improved. Automatically designing a
curriculum is an open problem that has only recently begun to be examined [4, 3, 8, 2, 7, 10]. One recent approach [7] pro-
posed formulating the selection of tasks using a (meta-level) curriculum Markov Decision Process (MDP). A policy over
this MDP, called a curriculum policy, maps from the current knowledge of an RL agent to the task it should learn next.
However they did not demonstrate whether the curriculum policy could actually be learned. Instead, they proposed an
algorithm to approximate a single execution of the curriculum policy, corresponding to an individual curriculum.

Until now, it was not known if curriculum policies could be learned: that is, whether it is possible to find a representation
that is both compact enough and generalizable enough to facilitate learning. Our main contribution is to demonstrate
that curriculum policies can indeed be learned, and we explore various representations that make this possible. In
addition, we generalize the curriculum MDP model proposed by Narvekar et al. [7] to handle different kinds of transfer
learning algorithms. Finally, we empirically show that the curricula produced by our method are at least as good as, or
better than those produced by two existing curriculum methods on two different domains. We also demonstrate that
curriculum policies can be learned for agents with different state and action spaces, agents that use different transfer
learning algorithms, and different representations for the curriculum MDP.

2 Learning Curriculum Policies

Our work extends the model proposed by Narvekar et al. [7], which formulates curriculum generation as an interaction
between two separate Markov Decision Processes: one is for a learning agent that is trying to solve a specific target task
MDP Mt, as is the standard case in reinforcement learning. The second is a curriculum agent, which interacts in a second,
higher level curriculum MDP (CMDP), and whose goal is to sequence tasks M for the learning agent. A curriculum
MDP was defined to be an MDP where: (1) the state space SC consists of all policies the learning agent can represent;
(2) the action space AC is the set of tasks to train on; (3) the transition function pC reflects the change in the learning
agent’s policy as a result of learning a task; and (4) the reward rC is the cost in time to learn the task. The starting
state corresponds to a random learning agent policy, and terminal states are learning agent policies that can achieve a
predefined performance level on a target task.

One limitation of the previous definition is that it assumes the underlying transfer learning mechanism is value function
or policy transfer. Intuitively, the state space of a CMDP should represent different states of knowledge. The goal of the
agent is to reach a state of knowledge that allows solving the target task in the least amount of time. As a case study, in
this paper we consider learning agents that use two different transfer algorithms: value function transfer and potential-
based reward shaping. In value function transfer, the value function learned in a source task is used to initialize the value
function in a subsequent task. In potential-based reward shaping, the value functions of a set of source tasks are used as
potential functions to create a shaping reward for a next task (see Svetlik et al. [10] for details). Thus, for an agent that
uses reward shaping, the CMDP state is represented as a set of potential functions, and the goal is to find a state whose
potentials allow learning the target task as fast as possible.

2.1 Representing CMDP State Space

In the standard reinforcement learning setting, the agent perceives its state as a set of state variables. These are typically
used to extract basis features φ(s), which transform the state variables into a space more suitable for learning and use in
function approximation. Given these features and a functional form, the goal is to learn weights θ for the value function
or policy. We introduce an analagous process for curriculum design agents acting in CMDPs. We will ground the
discussion assuming both the learning and curriculum agents use a value-function-transfer-based approach. However,
the idea is easily applied to a reward-shaping setting by noting that the reward can also be expressed as a product of
state features and weights r(s, a) = φ(s, a) · θ.

The first question is how to represent the raw state variables of a CMDP state. The representation chosen must be able
to represent any policy the underlying learning agent can represent (or equivalently, any shaping reward). Assuming
the learning agent derives its policy from an action-value function Qθ(s, a), the form of the function (such as network
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architecture, etc.) determines the class of policies that can be represented. This functional formQθ(s, a) and how learning
agent features φ are extracted are fixed. Thus, it is specific values of the weight vector θ that actually instantiates a policy
in this class. Therefore, it follows that we can represent the state variables for a particular CMDP state sC using the
instantiated vector of learning agent weights: sC = θ. Different instantiations of θ correspond to different CMDP states.
Typically, these weights θ will take on continuous values. Therefore, in order to learn a CMDP action-value function
QCθC (s

C , aC), it will be necessary to do some kind of function approximation.

First we consider one way of extracting CMDP state features and performing function approximation, when the domain
has a finite state space. Assume again the learning agent learns an action-value function Qθ(s, a), for each state-action
pair in the task. We can represent Q as a linear function of “one-hot” features φ(s, a) and their associated weights θ as
Qθ(s, a) = θ ·φ(s, a). In other words, all the action-values are stored in θ, and φ(s, a) is a one-hot vector used to select the
activated action-value from θ. One approach for designing φC is to utilize tile coding [9] over subsets of action-values
in θ. Specifically, the idea is to create a separate tiling for each primitive state s in the domain. Each such tiling will
be defined over the action-values in θ associated with state s. Thus, this creates |S| tiling groups, where each group is
defined over |A| CMDP state variables (i.e. action-values). To create the feature space, multiple overlapping tilings are
laid over each group.

The representation problem is harder in the continuous case, since each parameter θi is not local to a state, and we cannot
use a state-by-state approach to create a basis feature space. In principle, any continuous feature extraction and function
approximation scheme can form the basis of φC (tile coding, neural nets, etc.), and would need to be tailored to the
domain.

3 Experiments

We evaluated learning curriculum policies for agents on a grid world domain used in previous work [7] as well as a
Ms. Pac-Man domain. We will show the results as CMDP learning curves. The x-axis on these learning curves are
over CMDP episodes. Each CMDP episode represents an execution of the current curriculum policy for the agent. Thus,
multiple tasks are selected over the course of a single episode, with each task taking a varying number of steps/episodes,
which contributes to the cost on the y-axis. Tasks are selected until the desired performance can be achieved in the target
task, at which point the CMDP episode is terminated. In short, the curves show how long it would take to achieve a
certain performance threshold on the target task following a curriculum, where the curriculum is represented by the
CMDP policy, which is being learned over time.

We compare curriculum policies learned for each agent to two static curricula. The first is the baseline no curriculum
policy. In this case, on each episode, the agent learns tabula rasa directly on the target task. The flat line plotted represents
the average time needed to directly learn the target task. Note that the line is flat because the curriculum is fixed and
does not change over time. The second is a curriculum produced by following an existing curriculum algorithm ([7] for
the gridworld, [10] for Ms. Pac-Man, to compare with past work). We also compare to a naive learning-based approach,
which represents CMDP states using a list of all tasks learned by the learning agent. For example, the start state is
the empty list. Upon learning a task M1, the CMDP agent transitions to a new state [M1]. In order to deal with the
combinatorial explosion of the size of the state space, we limit the number of tasks that can be used as sources in the
curriculum to a constant (between 1 and 3 in our experiments), and force the selection of the target task after.

3.1 Gridworld Experiments

In this experiment, we examine learning curriculum policies for 3 learning agents that have different state and action
spaces (see [7] for learning agent details), but use the same transfer learning algorithm (value function transfer), in a
simple grid world domain. In particular, we examine and compare two different types of representations for the CMDP
state. The first CMDP representation is based on the finite state space representation discussed earlier. The learning
agents use Sarsa(λ) with an egocentric feature space. Thus, the parameters θ learned are not action-values for each state.
However, since the underlying domain has a fixed number of states, we can move the learning agent to each of the states
in the target task and compute action values for each grid cell. Let this new parameter of weights be θ′. We can now
utilize the procedure described in Section 2 to create a CMDP feature space φC(θ′). The second CMDP representation
was created directly from θ without using an intermediary state-based action-value representation. We did this by
creating a separate tile group directly for each θi.

A total of 9 different tasks were created to form the action space AC of the CMDP agent. Each of the learning agents
was trained until it could receive a return of 700 on the target task. The CMDP learning curves for each agent are
shown in Figures 1(a) - 1(c). The results show that each agent successfully learned curriculum policies using both CMDP
representations that were comparable in performance to the curricula generated by previous work [7].
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Figure 1: CMDP learning curves for the (a) basic agent, (b) action-dependent agent, and (c) rope agent using different
curriculum design approaches and CMDP state space representations. All curves are averaged over 500 runs.
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Figure 2: CMDP learning curves on the Ms. Pac-Man target task, using (a) value function transfer and (b) transfer with
reward shaping. All curves are averaged over 500 runs. Cost is measured in game steps for (a), and episodes for (b).

3.2 Ms. Pac-Man Experiments

We also evaluated learning CMDP policies in the game of Ms. Pac-Man. In this experiment, we explore learning a
curriculum policy for a Ms. Pac-Man agent, when the agent uses 2 different types of transfer learning methods: value
function transfer and reward shaping. The learning agents were based off the agents used in previous work [10]

In the value function case, the raw CMDP state variables sC are the weights θ of the Ms. Pac-Man agent’s linear function
approximator. To create the CMDP space φC , we normalize θ and use tile coding, creating a separate tiling over each θi.
In the reward shaping setting, each source task in the curriculum is associated with a potential function (derived from
the value function). As multiple tasks are learned, the potentials are added together, and used to create a shaping reward
(as done in [10]). Thus, the raw CMDP state variables are the summed weights of the potential functions. As in the value
function case, we use tile coding to create a separate tiling over each potential weight feature to create the CMDP basis
space.

We used the same 15 tasks used in the code release of Svetlik et al. [10] to form the action space AC . The set of terminal
states SCf were all states where the learning agent could achieve a return of at least 2000 on the target task. Figure 2(a)
shows CMDP learning curves for Ms. Pac-Man using value function transfer and Figure 2(b) shows the curves using
reward shaping. The results again clearly show that curriculum policies can be learned, and that such policies are more
useful than training directly on the target task. In addition, we compared the reward shaping approach with that of
Svetlik et al.[10], and found that a much better curriculum is possible in this more complex domain.1

Finally, we also study the effect of the hyperparameter that controls when to finish training on a source task. For the
previous two experiments in Ms. Pac-Man, training on a source was stopped after 35% of the max possible return in
the task was achieved, to replicate the experimental conditions of [10]. Since their approach precomputes a curriculum
and does not model the state of the learning agent’s progress, this termination condition must be carefully chosen to
ensure something can be learned in each source task. In contrast, with our approach, we can train on source tasks for an
arbitrarily small amount of time, as the curriculum policy can learn to reselect a task if additional experience in that task
is required.

1Our results are based on a reproduction of their experiments using their publicly released code. Interestingly, we get slightly better
results for their method than they report in their paper.
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In Figure 2(c), we reproduce the continuous state representation CMDP learning curves using value function transfer
from Figure 2(a) and reward shaping from Figure 2(b). These are denoted in the figure by “(return-based)”, and train
on sources until 35% of the max return is achieved. We compare them against an approach that is identical to “(return-
based)” approaches, but that trains for 5 episodes on a task at a time. These CMDP learning curves are denoted with
“(small fixed).” The results show that agents do not need to train for a long time or to convergence on source tasks, and
that our approach can adapt to this hyperparameter setting.

4 Conclusion

In this paper, we showed that a more general representation of a curriculum than previous work, a curriculum policy,
can be learned. The key challenge of learning a curriculum policy is creating a CMDP state representation that allows
efficient learning. We extended the original curriculum MDP definition to handle multiple types of transfer learning
algorithms, and described how to construct CMDP representations for both discrete and continuous domains to faciliate
such learning. Finally, we demonstrated that curriculum policies can be learned on a gridworld and pacman domain.
The results show that our approach is successful at creating curricula that can train agents to perform on a target task
as fast or faster than existing methods. Furthermore, our approach is robust to multiple learning agent types, multiple
transfer learning algorithms, and different CMDP representations.

One limitation of our approach is that learning a full curriculum policy can take significantly more experience data than
learning the target policy from scratch. An important direction for future work is investigating the extent to which this
cost can be amortized by reusing learned curricula for multiple, similar target tasks. The contributions of this paper are
an essential prerequisite for such an investigation. Another interesting direction for future work is to examine the extent
to which the methods presented here generalize to policy-gradient-based approaches and transfer learning algorithms,
in addition to the value-function-based algorithms that were used in all of our experiments.
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Abstract 

In habitual behavior, context information elicits responses without active deliberation. Habits reduce the 
cognitive load in everyday life and abound in maladaptive conditions such as drug addiction. Due to the 
ubiquity and clinical importance of habits, it is essential to study them in the lab. However, recent research 
revealed that the current experimental approaches to human habitual behavior lack validity, replicability and 
consistency. Previous experimental arrays examining habitual control often overlooked that habits by 
definition should be independent from value, that is, the consequences of an action should neither be 
considered nor even represented when performing a habit. Instead, habit strength should be proportional to 
the frequency of performing a given behavior without reinforcement. Yet, it remained unclear whether such 
a framework can be studied experimentally. 

For this ongoing study, we have designed a new experimental task, which realigns the empirical approach to 
habits with the theoretical, value-free, foundations. Our task assesses habitual control as a function of 
previous choice frequency in addition to and even in the complete absence of reinforcement. In a pilot study, 
we tested the influence of previous choice frequency on preferences in binary decisions. Surprisingly, 
previous choice frequency affected choices in the opposite direction of the assumed habit strength in a 
learning task with reinforcement or not at all in the focal task without reinforcement. These results highlight 
the difficulties of assessing human habits experimentally and of aligning practice with theory of habits. 

Keywords:  habit, behavioral control, value-based decision making, experimental psychology 
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1 Habitual behavior 

We typically think of our behavior as goal-directed and purposeful. However, research suggests that a large 
part of our everyday behavior is habitual rather than goal-directed [1]. Habits have been defined as 
counterpart of goal-directed behavior [2]. Per definition, goal-directed behavior is guided by knowledge 
about the contingency between an action and its outcome and by knowledge about the incentive value of this 
outcome [3]. Thereby, the goal-directed system enables flexible behavior based on beliefs about 
environmental contingencies and the forward-looking achievement of valuable goals. In contrast, habitual 
behavior corresponds to stimulus-response associations, which evolve over time and in which stimuli 
eventually trigger behavior inflexibly. In theory, behavior is goal-directed when executed for the first time or 
in new contexts. With repetition of actions in rather stable environments, behavioral control can get detached 
from the knowledge of contingencies and outcomes values [4]. Thus, context-dependent automaticity ensues. 
This process of habituation requires many repetitions, making habits slow to learn and slow to forget.  

Yet, habits are ubiquitous in our daily life, from our morning routines in the bathroom to the leisure activities 
with which we spend our evenings. Previous research has associated habitual control with a wide range of 
behaviors, for example frequency of physical exercise [5]. Furthermore, there is cumulating evidence for 
habits to play a role in pathologically altered choice behavior in substance use disorders [6], [7]. However, 
habits are not disadvantageous in general. They free cognitive resources for other tasks, because habitual 
control involves merely executing previously repeated behavior in a computationally simple and effortless 
manner. 

In view of the presumed ubiquity of habits, it has proven surprisingly difficult to study them in the lab, at 
least with humans [8]. Classical examinations of goal-directed and habitual control investigated either of the 
two defining criteria of goal-directed behavior, thus using outcome devaluation or contingency degradation 
tasks, respectively. These tasks study how a learned instrumental response changes when the contingency 
between action and outcome or the value of the outcome change. If response rates decrease when the outcome 
is no longer valued or the actions are no longer necessary to achieve the outcome, actions are taken to be goal-
directed. In contrast, if the originally learned response perseverates, behavior is taken to be habitual [9].  

Overtraining of an instrumental response in stable conditions or training in strong motivational or frustrating 
states (e.g. hunger during training) is thought to lead to a shift in behavioral control from goal-directed to 
habitual. Animal research has shown this shift time and again over the last decades reaching back to Tolman’s 
studies of cognitive maps [10]. In contrast, only one study was able to demonstrate habituation of behavior 
via overtraining in a human laboratory experiment [11]. Unfortunately, this finding could not be replicated 
in two studies with a similar setup and larger sample sizes [8] questioning the original findings’ validity. 

Researchers recently tried to overcome previous shortcomings by using a different experimental approach 
involving sequential Markov decision tasks. These tasks operationalize habitual and goal-directed behavior 
as model-free and model-based reinforcement learning, respectively [12]. The computational modeling 
approach accompanying these paradigms makes the relative contribution of model-free and model-based 
reinforcement learning measurable.  

In contrast to habits, model-free reinforcement learning is driven entirely by the incentive value of outcomes 
associated with behavior. In-keeping with this contrast, previous studies investigating the overlap of model-
free reinforcement learning and devaluation insensitivity found only statistically non-significant small to very 
small associations, thereby contradicting the notion that they should both operationalize habitual behavior 
[13]–[15]. These findings indicate that model-free reinforcement learning is neither conceptually nor 
empirically equivalent to habitual behavior and reinforce the need for a better experimental approach to the 
study of habits.  

2 Experimental paradigm 

We have designed a new experimental paradigm manipulating habit strength. It has been argued that 
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habitual control might be driven solely by the frequency of choice irrespective of any outcomes associated 
with behavior [16]. Indeed, many everyday choices do not yield their outcomes immediately. Therefore, the 
new experimental paradigm comprised two binary-choice tasks. While the first task was a reinforcement-
learning paradigm manipulating choice frequency independently from rewards (see Figure 1), the second 
task examined the possibility of developing habits without any obvious reinforcing outcomes of choice 
behavior.  

The first task began with a 
training phase, in which 
participants deduced optimal 
choice behavior via trial-and-
error from the reward 
feedback they got (winning 1-
5 points). Two stimuli each 
yielded two, three, or four 
points. One stimulus per 
reward level was paired 20 
times with a stimulus worth 
less and 10 times with a 
stimulus worth more points 
and vice versa for the other 
stimulus. Thus, participants 
saw each stimulus equally 
often, but chose one stimulus more often during training than the other one of the same reward level.  Full 
feedback about the chosen as well as unchosen option ensured that participants were similarly certain about 
the reward levels associated with rarely and more frequently chosen stimuli. In a subsequent free-choice 
phase in extinction, test trials combined for the first time the two stimuli which during training were 
associated with the same reward level but different choice frequencies. If higher choice frequency translates 
into stronger habits, participants should prefer the stimulus chosen more often in training to the other 
stimulus of the same reward level.  

The second task examined the 
possibility of developing 
habits from behavior that has 
never been paired with 
reinforcement. It began with 
an instructed-choice phase, in 
which participants viewed 
two abstract stimuli and were 
instructed to choose the one 
highlighted by an arrow as 
quickly and accurately as 
possible. Unbeknownst to 
them, the frequencies of 
highlighting the different 
stimuli were not uniformly 
distributed. In one pair of 

stimuli, the arrow highlighted both stimuli equally often, whereas in the other pair of stimuli one stimulus 
was highlighted in 80% of trials. The two stimulus pairs were presented in ten alternating blocks of 12 trials 
each. The presentation locations of the stimuli were fixed within participants but varied between participants. 
Critically, there were no outcomes associated with the various stimuli. In the test phase, participants were 
instructed to choose as quickly as possible one of the presented stimuli. Without any criterion to guide choice 
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during the free-choice test phase, random decisions or choice according to simple rules (e.g. always choosing 
the left stimulus) could be expected. In contrast, if habituation of behavior is indeed possible in this value-
free context, participants are expected to choose the stimulus more often that has been highlighted and 
therefore selected more frequently during the instructed-choice phase.  

3  Results of piloting 

Twenty participants took part in a pilot study. In the training phase of the task with reinforcement, 
participants chose some stimuli more often than others because the different stimuli were associated with 
different reward levels. In the test phase, each stimulus was paired with every other. Participants showed a 
strong tendency towards higher valued stimuli (Figure 3, left). Accordingly, logistic mixed effects regression 
of the behavioral data revealed a strong effect of reward level (z=21.17, p<.001). More importantly, we also 
found an effect of previous choice-frequency (z=8.82, p<.001) in the test phase. Surprisingly, the effect of 
choice frequency was in the opposite direction of the hypothesis: When facing two stimuli of the same reward 
level, participants chose the previously less frequently selected stimuli more often (Figure 3, right). Possibly, 
the policy of choosing these stimuli has a higher novelty for participants and, thus, is preferred, but we need 
to interpret this finding with caution due to the small sample size of this pilot study. 

 

In the training of the task without reinforcement, there were two pairs of stimuli with choice probabilities of 
50/50% and 80/20%, respectively. In a subsequent free-choice phase, participants were instructed to choose 
intuitively between the presented stimuli. Again, each stimulus of this task was presented with every other. 
A logistic mixed effects regression did not reveal an effect of prior choice frequency on decision making 
during the test phase (z=1.00, p=.316; see Figure 4). During training, stimulus presentation locations were 
fixed for each participant, theoretically enabling automatization of choice behavior in the 80/20% stimulus 
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pair. In contrast, stimulus presentation location were balanced within subject during the test phase. Therefore, 
half of the trials including both stimuli of the previous 80/20% pair were exact copies of the respective training 
trials according to stimulus presentation, whereas the other half showed stimuli in exact opposition compared 
to training. If there would be habituation in this context, the reversed stimulus presentation location should 
have evoked switch costs in terms of response times (which arguably are more sensitive to habitual behavior 
than overt choice; [17]). Response times did not differ between originally trained and reverse location 
(pseudo-median of location shift between distributions=-0.02, 95% CI=[-0.05,0.01], p=.195; see Figure 4). Thus, 
habits were not evident in this task without reinforcement reiterating the possibility that habitual behavior 
can only ensue from actions that have been goal-directed in the beginning. 

4  Discussion and outlook 

These results indicate a process other than habituation leading participants’ choice behavior. Possibly, the 
rarely chosen stimuli have a higher novelty for the participants, thus guiding choice towards themselves in 
the first task. In contrast, habitual behavior could not be induced in an experimental setting without 
reinforcement. Possibly, reinforcement is needed to boost learning of habits. The experimental setup of the 
tasks will be adapted regarding the amount of training and the response time window to test whether 
habituation of behavior will ensue under conditions, which are known to favor the development of habits.  
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Abstract

Many studies have reported that animals modulate their speed of learning, measured by estimated learning rate, to cope
with the differing degree of stability in reward structure. While these studies have assumed some neural computation of
direct modulation, the actual process underlying it is not clearly understood. The present study proposes the possibility
that the observed difference in estimated learning rates may not be a consequence of the learning rate modulation, but
could be statistical artifacts of other characteristics of learning, such as forgetting of the learned value of choices. The
simulated probabilistic reversal learning tasks used in those studies revealed that the apparent learning rate modulation
emerges when the learner has been forgetting action value, and yet this was not considered in parameter estimation. The
same effect arises, albeit to a lesser degree, when the learning rate is asymmetric by prediction error, as well as when the
learner has a tendency to perseverate past choices. The findings call for re-evaluation of past studies, and pose a question
about the common practice of fitting only models with task-relevant components to behavior.

Keywords: forgetting process, learning rate, parameter estimation, statistical
artifacts, volatility
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1 Introduction

Understanding how animals learn in uncertain environments is one of the goals of learning psychology. This uncertainty
can be divided into two forms: expected uncertainty, caused by noise in an action–outcome contingency (that is, reward
is given stochastically), and unexpected uncertainty, caused by volatility of the contingency (that is, reward probability
changes over time) (Bland & Schaefer, 2012; Yu & Dayan, 2005). These two forms of uncertainty differentiate optimal
choice strategy: averaging over a long history of outcomes for expected uncertainty and focusing on the most recent
outcomes for unexpected uncertainty. In terms of reinforcement learning, an optimal learner must implement a higher
learning rate when the contingency is volatile than when the only source of uncertainty is noise (Courville, Daw, & Touret-
zky, 2006; Preuschoff & Bossaerts, 2007). Behavioral studies have reported that the estimated learning rate was actually
higher when the reward environment was volatile than when it was stable (Behrens, Woolrich, Walton, & Rushworth,
2007; McGuire, Nassar, Gold, & Kable, 2014; Massi, Donahue, & Lee, 2018). Furthermore, the amount of difference
between the two learning rates was correlated with trait anxiety (Browning, Behrens, Jocham, O’Reilly, & Bishop, 2015).

These studies assumed that an animal’s brain implements a mechanism to modulate the learning rate, and many of them
tried to identify responsible regions with brain imaging. However, it is not clear whether the brain directly modulates
the learning rate or the observed difference was a by-product of other mechanisms that indirectly affected the estimated
learning rate. Here we propose the possibility that the learning rate modulation may be, at least partly, caused by the
forgetting of learned action value (or Q-value), represented as

Qt+1(aj) = (1− αF )Qt(aj) for all j 6= i,

when action ai(i 6= j) was chosen at trial t. Here Qt(aj) is the action value of aj at t and αF is a forgetting rate parameter.
This forgetting Q-learning model was proposed on a psychological assumption (Roth & Erev, 1995), and proved to fit
the behavior of animals better than the standard Q-learning model (Ito & Doya, 2009; Katahira, Yuki, & Okanoya, 2017;
Toyama, Katahira, & Ohira, 2017; Worthy, Hawthorne, & Otto, 2013). As far as we are aware, no study has investigated
the effect of forgetting on learning rate estimation, or incorporated it into learning rate estimation. We also briefly
show the effect by two other variants of the Q-learning model. The first, Q-learning with asymmetric learning rates, is
represented as

{
Qt+1(ai) = Qt(ai) + α+

(
Rt −Qt(ai)

) (
Rt −Qt(ai) ≥ 0

)
,

Qt+1(ai) = Qt(ai) + α−(Rt −Qt(ai)
) (

Rt −Qt(ai) < 0
)
,

where Rt represents the reward at t, α+ represents the learning rate when prediction error Rt − Qt(ai) is positive, and
α− represents the learning rate when it is negative (Lefebvre, Lebreton, Meyniel, Bourgeois-Gironde, & Palminteri, 2017;
Niv, Edlund, Dayan, & O’Doherty, 2012). The second variant, Q-learning with perseveration, is represented as follows
when coupled with the widely used softmax action selector (Worthy, Pang, & Byrne, 2013):

Ct+1(ai) = Ct(ai) + τ
(
I(a(t) = ai)− Ct(ai)

)
, where I(a(t) = ai) =

{
1 (ai was chosen at t),
0 (otherwise),

Pr(a1) =
1

1 + exp
{
−β
(
Qt(a1)−Qt(a2)

)
− ϕ

(
Ct(a1)− Ct(a2)

)} , Pr(a2) = 1− Pr(a1).

Here, C, τ, and ϕ represent choice kernel, choice learning rate, and degree of perseveration, respectively.

2 Method

We simulated probabilistic reversal learning tasks similar to the one in Browning et al. (2015), which consists of two
blocks: stable and volatile blocks. Each block contained 250 trials, and in each trial a simulated agent chose one of two
choices ai(i = 1, 2) to get reward Rt, which was either 1 or 0 (no reward). In the stable block, a1 and a2 gave reward with
75% chance and 25% chance, respectively. In the volatile block, at first a2 gave reward with 80% chance and a1 with 20%;
however, the probabilities switched on every 20 trials except for the final 10 trials. The simulation ran the forgetting Q-
learning model coupled with the softmax action selector in the task, and this was repeated 200 times for each forgetting
rate. αF ranged from 0 to 1.0, in increments of 0.01 for both stable-first-volatile-last and volatile-first-stable-last order. The
learning rate in each block was separately estimated by fitting the data to the standard Q-learning model, as performed
in many studies. In this process, fixed-effect maximum likelihood estimation was applied to the data produced by each
αF and each block order. The whole process was also applied to other two models—the asymmetric learning rate and
perseveration models—by adjusting the process of parameter manipulation. Values of Q1 = 0, α = 0.2, and β = 5.0
were used except for the asymmetric learning rate model, in which learning rates were varied from α+ = α− = 0.20 to
α+ = 0.01, α− = 0.39 by decrementing α+ and incrementing α− by 0.002 simultaneously.

1
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Figure 1: (A) Estimated parameters of forgetting Q-learning for each block. αs, αv, βs, and βv correspond to the learning rate in the
stable block, that in the volatile block, the inverse temperature in the stable block, and that in the volatile block, respectively.
(B) Log-transformed difference of the estimated learning rates between the two blocks (log (learning rate in volatile block) −
log (learning rate in stable block)), as a function of αF in the forgetting Q-learning.

3 Results

Figure 1 (A) shows how the degree of forgetting affected estimated parameters. Although the real learning rate (that is,
that used to produce the data) was constant, the estimated learning rate was consistently higher in the volatile block,
while the inverse temperature exhibited the opposite pattern. Figure 1 (B) shows how the difference of the learning rate
changed when αF increased, represented by the relative log scale used in Browning et al. (2015) to show correlation
with trait anxiety. In this scale, 0 means that the learning rates of the two blocks were equivalent, while 1.0 means that
the learning rate in the volatile block was 2.718 times higher than that in the stable block. Although it did not reach
1.0, which is the value the least anxious subjects in Browning et al. (2015) exhibited, the difference became larger as αF
increased. Figure 2 is comparable to Figure 1 (B) but it was produced by the asymmetric learning rate (Figure 2 (A))
and perseveration (Figure 2 (B)) model. Although the differences were smaller than those of the forgetting model, they
exhibited the same pattern: they became larger as the normalized learning rate asymmetry or τ increased, in both models.

4 Discussion and Conclusion

We demonstrated that the forgetting of action value can cause apparent learning rate modulation when the environ-
mental volatility changes, and, to a lesser degree, asymmetry in learning rates and perseveration can do the same. This

Figure 2: (A) The log-transformed difference of the estimated learning rates as a function of normalized learning rate asymmetry
(α− − α+)/(α+ + α−) in the asymmetric learning rate model. (B) The log-transformed difference of the estimated learning
rates as a function of τ in the perseveration model.

2
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suggests that the results of studies that reported learning rate modulation by fitting a standard Q-learning model may
be statistical artifacts caused by neglecting the forgetting, and possibly other factors such as asymmetric learning rate or
perseveration, though this cannot be confirmed.

A legitimate question is why the pseudo-modulation occurred. The key to answering the question is, in addition to the
contingency switch, the initial conditions of the action values (Q-values). In stable-first-volatile-last order, the stable block
starts with Q1 = 0 for both choices; however, before entering into the volatile block, the Q-values approach the expected
values of each choice. In contrast, in volatile-first-stable-last order, the volatile block starts with Q1 = 0; however, as the
volatile block repeatedly switches the contingency, the effect of these first trials on parameter estimation will be offset by
the subsequent switches, which lead to different Q-values. However, they will not converge to the expected value of each
choice before entering into the stable block, particularly because the last part of the volatile block only contained 10 trials
(this was also true in Browning et al. (2015)). Importantly, if the initial Q-values are equally low the forgetting mostly
slows the learning down by reducing the learned value of the better choice. (Note that either choice can be chosen with
enough chance in the early stages of learning in this case.) Compared to this, reducing the value of the worse choice is not
important because the expected Q-value for this choice will be low even without forgetting, and thus reducing it will not
contribute much to the action selection. In contrast, when the initial Q-value of the choice that was formerly preferred
is higher, the forgetting starts to reduce the Q-value once the current better choice is chosen, leading to quicker learning.
However, forgetting also causes the Q-value of the formerly worse choice to regress to 0, provided the chance of making
this choice has been low enough in the stable block. This is disadvantageous for quicker learning, because it leads to a
larger difference between initial Q-values and thus causes the new better choice not to be chosen. However, from the
perspective of standard Q-learning (recall that the finding emerged when the data produced by the forgetting model
were fitted to standard Q-learning), this larger difference can be interpreted as a higher inverse temperature β, which
partly nullifies the disadvantage. Once the learner switches its preferred choice, the forgetting expands the difference
between Q-values. This can appear to be a sign of a higher learning rate, but also will be interpreted as a sign of a higher
β.

We also analytically let standard Q-learning minimize the difference between the expected values of the choice probabil-
ities for the first three choices in each block with the forgetting Q-learning, as follows:
Proposition. Let PH and P st be the reward probability for better choice (a1 for the stable block and a2 for the volatile
block) and choice probability of a1 at trial t(t = 1, 2, 3) in the stable block produced by the softmax action selector.
Also let α0, β0, α

s, and βs be fixed learning rate of the forgetting Q-learning model, fixed inverse temperature of the
forgetting Q-learning, learning rate of the standard Q-learning in the stable block that minimizes the difference in
expected choice prediction with the forgetting Q-learning, and inverse temperature of the standard Q-learning in the
stable block that minimizes that, respectively. In the same manner, P vt , αv, and βv are defined for the volatile block, and
the reward probability for the worse choice is 1 − PH . Assume that Q1 = 0 for both models in the stable block, while
in the volatile block (trial number restarts from 1), E(Q1(a1)) = PH and E(Q1(a2)) = 0 for the forgetting Q-learning
and E(Q1(a1)) = PH and E(Q1(a2)) = 1 − PH for the standard Q-learning, where E(·) means the expected value. In
addition, assume that αF = α0 as well as conditions P, S, V1, and V2.
P: E

(
Qt(a1) − Qt(a2)

)
= E

(
Q

′
t(a1) − Q′

t(a2)
)
⇒ Pt = P

′
t : This is required because, as a result of the nonlinearity of the

softmax function, the same values of E(Qt(a1) − Qt(a2)) do not necessarily mean that the choice probabilities are the
same.
S: P s2 < PH : This is satisfied unless αs and βs are too high, and ensures that the choice predictions of the two models
differ in the stable block.
V1: βv = β0PH/(2PH − 1): This ensures that the P v1 for both models are the same.
V2: P v1 = PH : This ensures that the P v2 for both models are the same. V1 and V2 also ensure that the forgetting
Q-learning will explore lower-valued actions, which is important for the forgetting to work in the limited trials of three.

Then the following holds:
αs < α0 < αv, βs = β0 < βv

Sketch. E(Q3(a1) − Q3(a2)) for the forgetting and standard Q-learning (denoted as E(∆QF3 ) and E(∆Q3)) in the stable
block are as follows: {

E(∆QF3 ) = 0.5α0(4PH − 2α0PH + 2P2 + α0 − 3)

E(∆Q3) = 0.5αs(4PH − αsPH + 2P2 − αsP2 + αs − 3)

By condition S, the difference between the choice predictions can only be minimized by either decreasing αs or βs;
however, both operations affect the currently calculated Q-values. Numerical analyses showed that the effect of the
former operation is smaller. If the former operation is applied and the difference in P s2 is ignored1, αs can be represented

1In the setting used in Section 2, except for β0 ≈ 1.465 to meet condition V2, εs is around 0.01 and the differences of P s
2 and P s

3 are
about 9×10−4 and 1.7×10−3 in probability. While the difference in P s

2 can be completely nullified by expanding βs to β0α0/(α0−εs),
this in turn causes the differences in ∆QF

3 − ∆Q3 to not be reducible to less than 0.5α0(PH − P s
2 ), which is not negligible.
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as α0 − εs with

εs =
2α0A−B +

√
4α2

0A(2PH − 1)− 4α0AB +B2

2A
> 0,

where A := PH + P s2 − 1, B := 4PH + 2P s2 − 3.

In a similar way, αv can be represented as α0 − εv with

εv =
−PH(1− α0C) +

√
P 2
H(1− α0C)2 − PHCD
C

< 0,

where C := 2P v2 PH − P v2 − PH + 1,

D := P v2
{
α2
0PH(PH − 1) + α0(P 2

H + PH − 1)− PH
}

+ α0PH(1− PH).

The findings not only call for further research to elucidate the mechanism underlying the learning rate modulation, but
also pose a more general question about the common practice of fitting behavioral data to standard Q-learning and/or
models with directly task-relevant components only. While computational modeling helps to uncover otherwise hidden
processes of neural computation, problems arise if incomplete models are fitted (Katahira, 2018; Nassar & Gold, 2013).
Fitting models that incorporate task-irrelevant characteristics not only minimizes the risk of statistical artifact, but will
also help to increase the understanding of the actual computation of the brain. However, the degree of difference in
the estimated learning rates did not reach that of the least anxious subjects in Browning et al. (2015), and as shown
in Figure 1 (A), forgetting also has effects on the inverse temperature, which may suggest that forgetting alone is not
enough to explain the learning rate modulation. Further research is required to elucidate the actual process of learning
rate modulation.
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Abstract

Policy gradient algorithms typically combine discounted future rewards and an estimated value function, to compute the
direction and magnitude of parameter updates. However, for most Reinforcement Learning tasks, humans can provide
additional insight to constrain the policy learning process. We introduce a general method to incorporate multiple different
types of feedback into a single policy gradient loss. In our formulation, the Multi-Preference Actor Critic (M-PAC), these
different types of feedback are implemented as constraints on the policy. We use a Lagrangian relaxation to approximately
enforce these constraints using gradient descent while learning a policy that maximizes rewards. We also show how
commonly used preferences can be incorporated into this framework. Experiments in Atari and the Pendulum domain
verify that constraints are being respected and in many cases accelerate the learning process.

Keywords: reinforcement learning; actor critic; human preferences; con-
strained optimization
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1 Introduction

We examine how to incorporate human preferences into policy gradient reinforcement learning algorithms to achieve
higher performance in fewer environment interactions. Many existing papers have studied how human preferences
can be incorporated into reinforcement learning: Human expert demonstrations, one of the more direct expressions of
human preference, have been incorporated through a behavior-cloning pre-training phase or by mixing demonstrations
with episodic experiences during updates [Hester et al., 2018, Nair et al., 2017]. When an expert is available to provide
on-policy feedback, methods such as Dagger [Ross et al., 2011] and Aggrevate [Ross and Bagnell, 2014] query the expert to
gain access to on-policy demonstrations, reducing the problem of covariate shift. Inverse Reinforcement Learning (IRL)
attempts to use demonstrations to infer the demonstrator’s reward function [Abbeel and Ng, 2004, Ziebart et al., 2008, Ho
and Ermon, 2016]. IRL methods are particularly useful in tasks in which there are no explicit rewards and only expert
demonstrations are available.

In certain domains, it is difficult for humans to provide direct demonstrations. Therefore a number of alternate ways of
specifying human preferences have been explored: The TAMER framework [Knox and Stone, 2009] uses human feedback
as an estimate of the value function. COACH [MacGlashan et al., 2017] shows that positive and negative feedback signals
provided by humans during the course of an episode can be used to learn advantages over actions. Christiano et al. [2017]
show that it is possible to learn complex behavior in environments using only a reward function inferred from asking
humans to repeatedly choose between two potential policies.

Other human preferences are encoded as a part of the agent’s loss function. For example, maximum-entropy reinforcement
learning [Ziebart et al., 2008, Haarnoja et al., 2017] reflects the intuition that a policy should exhibit as much randomness
as possible while maximizing rewards. This preference for greater entropy is expressed as a regularization term applied
to the agent’s objective function. Similarly, trust region methods [Schulman et al., 2015] enforce the preference that the
learning agent’s policy should not change drastically between updates.

Motivated by the variety of human preferences and feedback modalities, we construct a unifying architecture for
learning from diverse human preferences. Multi-Preference Actor Critic (M-PAC) uses a single-actor network paired
with multiple critic networks, where each source of preference feedback is encoded by a different critic. We formulate a
constrained optimization problem in which each critic represents a soft constraint applied to the actor’s policy, enforcing
the corresponding human preference. This formulation allows us to use a Langrangian relaxation to automatically and
dynamically learn the relative weighting of each preference. For example, in the early stages of the learning process, the
agent may place strong emphasis on the critic encouraging similarity to human demonstrations, but later in the learning
process, switch emphasis to ensure safe policy updates.

We conduct experiments combining four types of preferences: entropy regularization, safe policy updates, behavior
cloning of expert demonstrations, and GAIL. Our experiments demonstrate that incorporating these preferences as critics
in a constrained optimization framework allows faster learning and higher eventual performance. Furthermore, using this
framework it is possible to incorporate other forms of human feedback in a straightforward manner.

2 Background

In this paper, we look at the setting of a Markov Decision Process 〈S,A, r,P, µ, γ〉 defined by a set of states S, a set of
actionsA, a reward function r(s, a, s′) and transition probabilities P(s, a, s′) = Pr(st+1 = s′|st = s, at = a), where s, s′ ∈ S
and a ∈ A. µ is the initial state distribution of the MDP and γ ∈ [0, 1) is the discount factor.

A policy π(a|s) maps states to a probability distribution over actions. The discounted value of starting in a particular state
at time t and then following policy π is given by

Vπ(s) :=Eπ

[ ∞∑

t=0

γtr(st, at, st+1)|s0 = s

]
(1)

The advantage of taking an action at in state st can be considered as the additional value that the agent would get if it took
action at and then followed policy π from state st+1 over just following policy π in state st.

Aπ(st, at) := r(st, at, st+1) + γVπ(st+1)− Vπ(st) (2)

The aim of training a reinforcement learning agent is to find a policy that can maximize the agent’s value over all states.

π∗ : = argmax
π

Es∼µVπ(s) (3)

This search can be done using gradient descent by minimizing the loss L = Eπ [−Aπ(s, a)]. Since Aπ(s, a) cannot be
directly optimized in closed form, we typically use the policy gradient trick whereby the policy gradient is ∇θL =

1
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−Eπθ
Aπθ

(s, a)∇θ log πθ(a|s). In practice, the A2C algorithm also adds an entropy term (H) to the loss, to prevent early
convergence to a sub-optimal policy.

L = Eπθ
[−Aπθ

(s, a)− βH(πθ(a|s)] (4)

3 Multi-Preference Actor Critic

Consider K possible preferences. We define preference ck(π) as a function mapping inputs π to R+. This preference
metric measures the amount by which the preference is violated, and is 0 if the preference is perfectly satisfied. As a
concrete example, consider a preference on agent behavior expressed through demonstrations (s1, a1, s2, a2, . . . ). We
can do behavior cloning to learn a policy πbc using this demonstration data. A preference ck(π) can then simply be the
KL-divergence between π and πbc: ck(π) = Eπ log π(s, a)− log πbc(s, a). All the preferences we study in this paper can be
viewed as expectations over samples drawn from π. As shorthand, we express these preferences as ck(π) = Eπdk(π, s, a);
in the example above, dk(π, s, a) = log π(s, a)− log πbc(s, a).

When we consider incorporating the above preferences into our policy search, observe that each ck can be naturally
interpreted as a critic in actor-critic architectures. So, one possibility is to add the preferences as additional costs incurred
by the policy. The different preferences can then be folded into a single reward function by weighting each cost with a
hyper-parameter.

L = Eπ

[
−Aπ(s, a) +

∑

k

λkdk(π, s, a))

]
(5)

This is the approach we see in Kang et al. [2018], Gao et al. [2018], Hester et al. [2018], Nair et al. [2017]. It can be difficult
to find the right hyperparameter values to weigh these preferences against each other. Moreover, the relative usefulness of
individual preferences might change as the agent’s proficiency increases.

A technique to incorporate varied preferences into the policy learning procedure that can weigh preferences in a principled
manner is required. Consider instead a policy search procedure that is done only in the space of policies that satisfy the
preferences. This leads to a constrained formulation of Equation 3.

Consider again the preference metric ck(π). We can specify how much the policy can stray from this preference by setting
a threshold lk. The search for the optimal policy can then be written as

π∗ : = argmax
π

Es∼µVπ(s) (6)

s.t. ∀k
[
Es∼µ

∑

a

dk(π, s, a)

]
≤ lk (7)

If our preferences are sufficiently diverse, the set of policies that satisfies the above constraints will be much smaller than
the set of all policies we were searching over when we had only the environmental returns to guide us.

We can now turn to Lagrangian relaxation of these constraints so that they are no longer hard constraints and furthermore,
we can use policy gradient to find a feasible policy. If the agent policy is a function with parameters θ, Lagrangian
relaxation with parameters λk ∈ R+ on the constraints leads to the following saddle point problem.

min
θ

max
λ

Eπθ

[
−Aπθ

(s, a) +
∑

k

λk (dk(πθ, s, a)− lk)
]
. (8)

When we use policy gradients or any other stochastic gradient method to optimize this saddle point formulation, the λk
weight is increased if the preference is violated beyond our threshold. It decreases to 0 if the preference metric stays within
that threshold. Policy gradient simultaneously updates θ to minimize the joint objective. Equation 8 looks remarkably like
Equation 5, but also offers a principled way to adjust the weighting on the preferences.

4 Examples of Preferences

We now consider how the preferences that we discussed in Section 1 can be incorporated in the M-PAC framework we set
up in Section 3. To incorporate preferences we convert a preference into the form of a function (dk) that maps π, s, a to R.
We show below that this conversion is fairly straightforward for all the preferences we have considered.

2
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(a) Demonstrations (b) No Demonstrations (c) Changing λ

Figure 1: We assess the relative importance of each preference, and how lambdas change over time. In Figure 1a, we
utilize demonstrations provided by a policy learned by A2C to learn the reference policy and GAIL reward. In Figure 1b
we compare the performance when no demonstrations are available. We see that both entropy and conservative update
preferences accelerate learning compared to vanilla A2C. Figure 1c shows change of λ values for different preferences.

• Entropy:
A high entropy policy is a common preference [Haarnoja et al., 2017] that is usually enforced as a regularization by
means of a surrogate loss. We can present a high entropy policy as a preference, and define the entropy preference
dentropy(π, s) as

dentropy(π, s) = KL(π(s)||q) (9)

∀a ∈ A : q(a) =
1

‖A‖ . (10)

• Conservative Updates:
We introduce a preference of staying close to a previous policy, updated slowly closer to the current one. Let θ′ be
the parameters of this older policy. The conservative policy preference is given by

dconserve(πθ, s) = KL(πθ(s)||πθ′(s)). (11)

• Reference Policy:
A reference policy can be given a priori, or learnt from expert demonstrations by Behavior Cloning.

dreference(πθ, s) = KL(πθ(s)||πref (s)). (12)

• Inverse RL:
Preferences can also be expressed as a cost-to-go function. Here we consider a reward function deduced from
demonstrations using GAIL [Ho and Ermon, 2016]. We learn a value function Vgail(s) and use it to calculate the
advantage Agail(s, a) (using Eqn (2)) of taking an action. The GAIL preference is then defined as

dgail(πθ, s, a) = − log πθ(a|s)Agail(s, a). (13)

5 Experiments

We instantiated M-PAC using Advantage Actor Critic (A2C) as the base policy gradient learning algorithm upon which the
preferences in Section 4 were incorporated. To show that M-PAC is capable of incorporating various types of preferences,
we compare M-PAC and A2C on the Pendulum domain. An ablation analysis is also performed to analyze the effect of the
different preferences in this domain. Refer to Figure 1 for the results.

We save demonstrations by running a pre-trained policy trained using A2C that gets an average score of −195. These
demonstrations are then used for behavior cloning and for learning the GAIL reward. Both the A2C and M-PAC policies
are learned through a multi-layer perceptron with 2 layers of 512 units each. Figures are plotted by taking an average of 10
independent runs with separate seeds.

From Figure 1a, we can see that with enough data, both GAIL and Behavior Cloning can provide enough guidance for
the agent to explore and reach the optimal behavior faster than A2C. Learning from a reference policy directly is very
beneficial initially, while GAIL provides a more indirect exploration signal due to its adversarial learning procedure.

To compare the benefits of the preferences for conservative updates and a high entropy policy, we consider Figure 1b.
Both these preferences individually and in tandem help the policy learn faster than A2C. Although A2C already employs
entropy regularization, we hypothesize that our entropy constraint does better because it affects the policy learning only
when the policy violates the determinism threshold.

Another important aspect of M-PAC is the λ parameters and how they change with respect to violated constraints. Figure
1c compares the λ parameters for the different preferences considered when we are using all the preferences (M-PAC from
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Game A2C PPO M-PAC

MsPacman 1686.1 2096.5 2495.22
BeamRider 3031.7 1590.0 3157.36
Breakout 303.0 274.8 326.675

Pong 19.7 20.7 20.41
Seaquest 1714.3 1204.5 908.33

SpaceInvaders 744.5 942.5 600
Qbert 5879.25 14293.3 3769.37

Table 1: Comparison on ALE Using only conservative updates and entropy regularization, M-PAC outperforms A2C and
PPO on three games, ties on one, and performs worse on three.

Figure 1a). Here we see that the λ associated with behavior cloned reference policy preference (BC) and conservative
update preference (conserve) shoots up to a value where they can control these values according to the threshold we set. λ
associated with the GAIL advantages keeps climbing steadily as the advantages keep providing signal to the policy, and is
eventually weighted more than the behavior cloned reference policy. In all this while, the policy entropy does not stray far
enough away from a high entropy reference to cause its λ to increase from 0.

Since M-PAC provides a novel way to enforce trust-region and entropy constraints, we perform a parameter sweep on
seven well-known Atari games and compare to A2C (with entropy regularization) and PPO (with trust-region constraints).
The results in Table 1 show that, even without any additional human feedback, there are some environments where
M-PAC’s way of enforcing these constraints can yield a substantially better policy and merits further study.
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Abstract

Inverse Reinforcement Learning (IRL) aims to recover an unknown reward function from expert demonstrations of a task.
Often, the reward function fails to capture a complex behavior (e.g., a condition or a constraint) due to the simple structure
of the global reward function. We introduce an algorithm, Constraint-based Bayesian Non-Parametric Inverse Reinforcement
Learning (CBN-IRL), that instead represents a task as a sequence of subtasks, each consisting of a goal and set of constraints,
by partitioning a single demonstration into individual trajectory segments. CBN-IRL is able to find locally consistent
constraints and adapt the number of subtasks according to the complexity of the demonstration using a computationally
efficient inference process. We evaluate the proposed framework on two-dimensional simulation environments. The
results show our framework outperforms state-of-the-art IRL on a complex demonstration. We also show we can adapt
the learned subgoals and constraints to randomized test environments given a single demonstration.
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1 Introduction

Inverse Reinforcement Learning (IRL) aims to recover an unknown reward function from an expert’s demonstrations of a
task. Often, this reward function will need to represent complex behaviour which is a function of both the final state and
local properties of the demonstrations. For example, in a peg-in-hole assembly task, the peg should be vertically aligned
when placed into the hole but while moving through free-space, it is not necessary to keep the peg upright. Previous
work has approached the problem of learning a complex reward function by composing a set of task-relevant features. As
conventional approaches (which represent a task as a single reward function) are often data-intensive, Michini and How
[3] proposed Bayesian Nonparametric IRL (BN-IRL) as a way to recover reward functions from considerably less data by
decomposing a task into a sequence of simpler tasks, each consisting of a simple 0-1 reward. The approach segments each
demonstration into an a priori unknown number of subtasks and infers a subgoal per segment. This approach provides
superior performance in IRL tasks when the state space is large and the demonstration dataset is small. Specifically, the
model imposes a Chinese Restaurant Process (CRP) prior [5] on the partitions of the demonstration. However, to capture
complex behaviour, BN-IRL requires a large number of subtasks, increasing the computational complexity of inference.
In this work, we propose Constraint-Based BN-IRL (CBN-IRL) that captures the behaviour of each subtask with both a
subgoal and set of constraints. The constraints allow more complex behaviour to be encoded in each segment and reduces
the number of subtasks needed to represent the entire task. We provide an efficient algorithm to extend the BN-IRL Gibbs
sampling to handle constraints and compare its performance with other IRL algorithms in 2D environments.

2 Background : BN-IRL

Figure 1: A 2D navigation environ-
ment. Plus and circle markers show
subgoals and assignment-variables esti-
mated from BN-IRL. Black blocks repre-
sent walls.

IRL aims to recover the reward function for a Markov Decision Process (MDP) defined
by the 5-tuple, (S,A, T,R, γ). S, A, and γ ≤ 1 are the state-space, action-space, and
a discount factor. T is a stochastic transition function and R a reward function.
The agent is provided with a set of demonstrations that are assumed to have come
from an optimal policy. We represent a demonstration as a set of observations
O = {O1,O2, ...}where each observation is a state action pair Oi = (si, ai).

BN-IRL uses an infinite mixture model to segment the demonstration into a set
of partitions, each represented as a simple reward function given by a subgoal
Rg(si) = 1(si = g) . For each timestep in the demonstration, a latent assignment-
variable zi ∈ N is introduced to associate the observed state-action at each time
step i in the demonstration with a specific partition and corresponding subgoal.
The distribution over assignments from observed Oi to partition zi is modeled by
a CRP to handle an unknown number of subgoals.

The goal of BN-IRL is to infer the most likely set of partitions and correspond-
ing subgoals, g, and assignment-variables, z, given a demonstration. The joint
distribution of observations, goals, and partitions is:

p(O,g, z) =

N∏

i=1

p(Oi|gzi)︸ ︷︷ ︸
likelihood

p(zi|z−i, η)︸ ︷︷ ︸
CRP

Ji∏

j=1

p(gj)︸ ︷︷ ︸
prior

, (1)

where Ji is the number of observations assigned in the ith partition. The likelihood represents how likely an agent
behaving optimally with respect to the given goal would have generated the observation. The conditional distribution of
the assignment-variables is represented as:

p(zi|z−i, η) =

{
mi

n−1+η if 1 ≤ i ≤ K
η

n−1+η otherwise,

where n is the total number of observations, and mi is the number of observations in partition i. η is the concentration
parameter of the CRP andK is the current number of partitions. The CRP prior with a high concentration hyper-parameter
η allows infinite partitions and hence grows the model complexity with respect to new observations. Inference is performed
using uncollapsed Gibbs sampling, which is discussed further in Section 3.

3 Constraint-based BN-IRL (CBN-IRL)

CBN-IRL extends BN-IRL by assuming that the trajectory in each partition can be modelled as a subgoal, gi, and active
constraints, ci. Each constraint places strict restrictions on which states an agent can visit. The problem therefore is to
infer the segmentation of the demonstrated trajectory into smaller partitions and for each partition, infer the subgoal and
constraints, that when given as input to a planner, result in a trajectory that maximizes the likelihood of the observation.

1
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A state is represented by a set of features, f , and each constraint operates on these features to denote valid and invalid
regions of the state space. In this work, we use a set of handcrafted features calculated using the state of the agent with a
world model (the world model represents environment variables such as the location of an obstacle). In particular, we use
coordinate-free continuous features such as minimum distance from a goal, minimum distance from obstacles, etc.

Each constraint c is a conjunction of simple inequality constraints, which ensures all constraints are satisfied: c = c1c2 · · · cK ,
where K is the number of features used to define c. Each inequality constraint, ci, is computed from the ith feature and
used to check if a feature, f i ∈ f falls within a bound ζ ∈ R of some given expected feature value f̂ i:

ci :| f i − f̂ i |< ζ → {1, 0}. (2)

In practice, we estimate f̂ i as the feature-mean of all the states belonging to the same subtask.

3.1 Generative Model

A trajectory can be seen as the observations of a generative process where the subgoals and constraints are latent
variables θ = {(g1, c1), ..., (gN , cN )}. In this work, we assume subgoals g are a subset of the states observed in an expert
demonstration and that the demonstration satisfies all task constraints. We further assume the demonstration is the only
optimal path from a start state to a goal state. Then, the joint probability distribution of a new state-action trajectory of
length l, x = {s0, a0, s1, a1, ..., sl, al}, and a demonstration, O, is:

p(x,O) = p(x|O)p(O) =

∫

θ,z

p(x|θ, z)︸ ︷︷ ︸
Likelihood

p(θ, z|O)︸ ︷︷ ︸
subgoals&

-constraints inference

p(O). (3)

3.2 Inference

We now describe how to estimate the posterior over latent variables, (θ, z), given a demonstration, which can be used to
get the MAP estimate of the likelihood of the subgoals, active constraints for each partition, and assignment variables
associated with the demonstration:

θ∗, z∗ = arg max
θ,z

p(θ, z|O). (4)

Since the space of (θ, z) is larger than BN-IRLs latent space (g, z), exact inference is intractable. To approximate it we use
Block Gibbs Sampling which iteratively samples g, c, and z by conditioning on the others (see Algorithm 1). After running
Gibbs sampling, the empirical mode of the samples θ1:t and z1:t will have converged to values that approximate the true
values of the latent parameters assuming the generative process of Eq. 3 (see Lemma 6.1). We describe the Gibbs sampling
updates of z and θ below.

3.2.1 Partitions

Algorithm 1: CBN-IRL

Input: O = {xd} = {(x1, a1, x2, ...)},θ(0), z(0)
Pre-computation of Q∗-functions given potential
θ = (g, c)

for t← 1 to MaxIter do
for i← 1 to |z| : Draw θ

(t)
i ∼ p(θi |z,O)

for i← 1 to |O| : Draw z
(t)
i ∼ p(zi|z−i,θ,O, η)

end
return θ(1:t), z(1:t)

The conditional probability distribution of a partition zi given
the other partitions, z−i, observations, O, and goals/constraints,
θ, is:

p(zi|z−i,θ,O, η) ∝ p(Ozi |θzi)︸ ︷︷ ︸
likelihood

p(zi|z−i, η)︸ ︷︷ ︸
CRP prior

, (5)

where Ozi are the observations assigned to partition zi and de-
pend on the subgoal and constraint pair for that partition, θzi .

The likelihood represents the probability that an agent acting
optimally under the current constraints and subgoal generates
the given observations similar to [3]:

p(Ozi |θzi) = p(ai|si, gzi , czi) =
eαQ

∗(si,ai,Rgzi
,czi )

∑
eαQ

∗(si,ai,Rgzi
,czi )

, (6)

where α is a parameter representing the degree of confidence and Q∗ is the optimal Q-function from the constrained
MDP/< Tc, Rg >. Rg is a reward function, Rg(si) = 1(si = g). To represent constraints, c, we define a constraint-based
transition probability function, Tc, that disallows transitions into invalid states (i.e., a truncated transition function),

Tc(s, a, s
′) =

{
0 if c(s′) = false
T (s, a, s′)/Σs′′T (s, a, s′′) otherwise,

(7)
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where T (s, a, s′) is a transition probability function,
∑
s′ T (s, a, s′) = 1, and s′′ ∈ {s|s ∈ S, c(s) = true}. To expedite the

learning process, we pre-compute Q∗ for each combination of gi and ci. We can also use constrained Markov decision
process (CMDP) [1] or its latest variants to obtain the Q-function given complex constraints.

3.2.2 Subgoals and Sub-Constraints

We define the conditional distribution of a subgoal and constraint pair θj = (gj , cj) given a specific partition z as:

p(θj |z,O) ∝ p(Oj |θj , z,O−j)p(θj |z,O−zj ) =
∑

i∈Ij
p(Oi|θzi)︸ ︷︷ ︸

likelihood

p(θj)︸ ︷︷ ︸
prior

, (8)

where Ij = {i : zi = j}. The inference of the joint subgoals and constraints is computationally expensive due to the
combinatorially large space of constraints. To simplify this, we sample goals and constraints independently assuming
conditional independence. Specifically, the goal is sampled from the set of observations assigned to the given partition. In
general, a constraint could consist of simple constraints for any subset of features. To sample constraints, we limit the
class of constraints considered to either be a conjunction of every feature or the empty set representing no constraints:
cj =

∏
{k|f̂k∈f̂free} c

k
j or ∅. The features used for these constraints are goal-free ffree (e.g., distance from objects) which allow

constraints that can generalize to new goals.

The likelihood is calculated as in the previous section. As the sampling process requires re-estimation of the valid feature
range, f̂kj , used to compute constraints based on partition assignments at each update, it is hard to pre-compute Q∗ as
previously done. To resolve these issues, we pre-compute a list of potential feature-means, F = {f̂k,1, f̂k,2, ..., f̂k,M},
from a discretized feature space, where M is the resolution and the extent of the space (f̂k,1, f̂k,M ) is obtained from the
minimum and maximum value of features in the demonstration O, respectively. CBN-IRL then pre-computes Q per
potential constraint defined from each feature-mean in F . During the sampling, CBN-IRL selects a pre-computed Q from
the closest pre-computed feature-mean as Q∗.

3.3 Prediction

CBN-IRL predicts a current partition z of a current state s and then predicts the maximum likelihood of action a given the
current z and the empirical mode of samples (θ∗, z∗): z∗, a∗ = arg max

zi,a
p(a|s, gzi , czi).

4 Evaluation

Figure 2: Comparison between BN- and CBN-IRL
given a semi-circular path demonstration. Red
markers show start and goal locations, respec-
tively. Black blocks represent walls that an agent
cannot pass through.

We evaluate CBN-IRL and 4 baseline methods with respect to their ability
to reproduce the demonstrated trajectory both within the same 2D envi-
ronment and in novel 2D environments. Performance is measured by the
distance between a generated and demonstrated trajectory. Here we use
Dynamic Time Warping (DTW) [2] to measure the distance between the
trajectories. The underlying discrete state space S of the MDP is given by
a random sampling of positions in the 2D environment.

We first show the benefit of constraints by reproducing a non-linear trajec-
tory in a 2D semi-circular obstacle environment. Fig. 2 shows a manually-
drawn expert demonstration (red line) that keeps a certain distance from
the black obstacles. BN-IRL was able to infer two subgoals but failed
to keep a consistent distance from the obstacle. By increasing the num-
ber of subgoals (by changing η), BN-IRL was able to reduce the loss
(DTW distance) from the expert demonstration (see Fig. 3 Left). On the
other hand, CBN-IRL also found two subgoals but was able to produce
a demonstration-like trajectory by limiting its actions to stay close to the
obstacle. Fig. 3 Left shows CBN-IRL resulted in the lowest loss from the
demonstration. Conventional IRL methods, such as MaxEnt [7] and Deep-
MaxEnt IRL [6], resulted in significantly lower performance due to the
single demonstration and simple features. These baselines used the same two features as in CBN-IRL and the distance
from the center of the circle.

We now show the generalization performance by comparing with BN-IRL in 1,000 randomized sinusoidal passages
(= h · sin(wθ + θ0)), where we uniform-randomly sampled (h,w, θ0) in 0.5 ≤ h ≤ 3, 0.5 ≤ w ≤ 3, and −π ≤ θ0 ≤ π. Each
method was trained on just one demonstrated passage. We generate an optimal path that keeps a certain distance between
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two passage walls to measure performance against. Fig. 3 Right shows CBN-IRL resulted in lower average loss than
BN-IRL. Regardless of the number of subgoals, CBN-IRL was able to produce consistent results using the feature-based
constraints. BN-IRL resulted in the highest loss given η = 0.1 which only recovered 2-4 partitions. The simple reward
structure from BN-IRL with few subgoals cannot draw sinusoidal curves. This emphasizes the fact that the subgoal-only
model requires many more subgoals to reproduce complex behavior.

5 Conclusion and Future Work
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Figure 3: Evaluation in a 2D environment. Left: DTW performance comparison
with four baseline methods given the semi-circular path demonstration in Fig. 2
Right: Generalization performance in 1,000 randomized sinusoidal path. η is the
concentration hyperparameter in the CRP. The black caps show standard error.

We introduced a Constraint-based Bayesian
Non-parametric Inverse Reinforcement
Learning framework (CBN-IRL) which
partitions a demonstration into a series
of tasks each represented by a subgoal
and set of sub-constraints. Our approach
increases the expressivity while maintain-
ing the data efficiency of BN-IRL. Like
BN-IRL, our method does not require the
number of subgoals and constraints to be
pre-specified, and the addition of constraints
results in a more compact and therefore
computationally efficient approach overall.
By adding constraints, our method was
able to significantly reduce the loss from a
demonstration and generalize to new environments without increasing the number of subgoals. This work will be
extended to high-dimensional robotic assembly tasks where task constraints are required to successfully complete
assigned tasks.

6 Appendix: Effectiveness of Constraints

As in BN-IRL [3], we let L(·, ·) measure the distance between the estimated and true latent variables, (ẑ, ĝ, ĉ).
Lemma 6.1. Assuming an expert state-action trajectory x∗ is generated from the model defined by Eq. (3), the expected loss,
L((θ, z), (θ̂, ẑ)), between the predicted and true underlying latent variables, is minimized by the empirical mode of the samples (θ, z)
as the number of iterations t→∞.
Proof. The expected loss between the true and inferred latent variables in the sub-goal-only model, BN-IRL, is minimized
by the empirical mode of the samples (g, z) as the number of Gibbs sampling iterations t→∞ according to Theorem 1 in
[3]. Likewise, given a set of valid constraints, c, the Markov chain in the block Gibbs sampling for CBN-IRL also converges
to the true mode of values, θ and z, from the true posterior p(θ, z|O). The sufficient condition for ergodicity of the Markov
chain [4] is the conditional probabilities defined by Eq. (5) and (8) are non-zero for all states and constraints. In Eq. (5),
both the likelihood of the observation (i.e., expert trajectory) and the CRP are always positive by the assumption of valid
and discrete constraint sets. In Eq. (8), the likelihood is greater than zero and the prior is a positive constant. Thus, by the
strong law of large numbers, as the number of Gibbs sampling iterations t→∞, the empirical mode of the samples is

(θ, z) = arg max
θ(1:t),z(1:t)

p(θ, z|O). (9)
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Abstract

Current approaches to multi-goal reinforcement learning train the agent directly on the desired goal space. When goals
are sparse, binary and coarsely defined, with each goal representing a set of states, this has at least two downsides. First,
transitions between different goals may be sparse, making it difficult for the agent to obtain useful control signals, even
using Hindsight Experience Replay [1]. Second, having trained only on the desired goal representation, it is difficult to
transfer learning to other goal spaces.

We propose the following simple idea: instead of training on the desired coarse goal space, substitute it with a finer—more
specific—goal space, perhaps even the agent’s state space (the “state-goal” space), and use Prototype Goal Encodings
(“ProtoGE”) to encode coarse goals as fine ones. This has several advantages. First, an agent trained on an appropriately
fine goal space receives more descriptive control signals and can learn to accomplish goals in its desired goal space
significantly faster. Second, finer goal representations are more flexible and allow for efficient transfer. The state-goal
representation in particular, is universal: an agent trained on the state-goal space can potentially adapt to arbitrary goals,
so long as a Protoge map is available. We provide empirical evidence for the above claims and establish a new state-of-
the-art in standard multi-goal MuJoCo environments.

Keywords: multi-goal reinforcement learning, task specification, transfer
learning, hindsight experience replay
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1 Introduction, Background & Related Work

Humans can often accomplish specific goals more readily that general ones. Although more specific goals are, by def-
inition, more challenging to accomplish than more general goals, evidence from management and educational sciences
supports the idea that “specific, challenging goals lead to higher performance than easy goals” [9]. We find evidence of
this same effect for reinforcement learning (RL) agents in multi-goal environments. Our work establishes a new state-of-
the-art in standard multi-goal MuJoCo environments and suggests several novel research directions.

Fig. 1: In Push, the agent must push
the black box onto the red target.

Multi-Goal Reinforcement Learning We consider the multi-goal RL setting,
where an agent interacts with an environment and learns to accomplish differ-
ent goals. The problem is described by a generalized Markov Decision Process
(MDP) 〈S,A, T,G〉, where S, A, T , and G are the state space, action space, transi-
tion function and goal space, respectively [15, 16]. In the most general version of
this problem each goal is a tuple g = 〈Rg, γg〉, whereRg : S → R is a reward func-
tion and γg ∈ [0, 1] is a discount factor [16], so that “solving” goal g ∈ G amounts
to finding an optimal policy in the classical MDP 〈S,A, T,Rg, γg〉. We focus on
the sparse, binary reward case where each goal g corresponds to a set of “suc-
cess” states, S(g), with Rg : S → {−1, 0} and Rg(s) = 0 if and only if s ∈ S(g)
[13]. In this setting, the agent must learn to achieve and maintain success.

We use three multi-goal Fetch environments from OpenAIGym [3]: Push, PickAndPlace, and Slide (v0) [13]. In
Push and PickAndPlace, the agent must use its gripper to move a box to the desired location (Figure 1). In Slide,
the agent must hit a puck so it slides onto and stops in the desired location beyond the reach of the robot. A discount
factor of γ = 0.98 is used and the environments reset (a new goal is sampled) every 50 steps. Goals are specified by a
3-dimensional vector of x, y and z coordinates. The goal is satisfied and reward of 0 is obtained so long as the box or
puck is within an epsilon ball of the goal. An episode is a “success” only if the goal is satisfied on the final (50th) step.

Goal-Conditioned Actor-Critic Algorithms Many RL algorithms can be decomposed into actor (policy) and critic
(value function). The DQN algorithm, for discrete action spaces, parameterizes both a greedy actor and a critic using
the same deep neural network [10]. DDPG [7], the continuous action space equivalent of DQN, parameterizes actor and
critic separately. Both DQN and DDPG are off-policy algorithms and use a replay buffer to store past experiences; this
buffer is sampled from to train the actor and critic networks. To use DQN and DDPG in the multi-goal setting, we adopt
the standard approach, which generalizes the actors (critics) to be functions of not only the state s (and action a), but also
the goal g. A goal-conditioned critic is referred to as a GVF [16] or UVFA [14].

Hindsight Experience Replay An untrained agent acting in a sparse reward environment rarely achieves success,
which makes standard training of goal-conditioned actors and critics difficult. Hindsight Experience Replay (HER) [1]
accelerates learning by augmenting real experiences in the agent’s replay buffer with fake “potential” goals. The intuition
behind HER is that failures are informative: a failed attempt to reach g may have led to some other potential goal g′. By
pretending that g′ was the agent’s true goal, the agent can learn something useful even from failed attempts.

When applying HER, one must choose an appropriate sampling strategy for potential goals. The previous best strategy
was the future strategy, which chooses potential goals to correspond to future states visited along the same trajectory.
Since future requires us to map visited states to goals that would have been achieved in those states, we must assume
that “given a state s we can easily find a goal g which is satisfied in this state” [1]. Below, we propose a novel goal
sampling strategy futureactual, which results in state of the art performance when used together with Protoge.

2 Protoge

Desired goals in Fetch are completely specified by the object’s (box or puck) target location—the position of the gripper
is irrelevant, as are other state variables. Such goals are coarse, in that each goal corresponds to a large number of states.
Using a coarse goal specification during training has at least two downsides. First, as coarser goals have larger success
state sets, “achieving” a goal provides relatively less control signal. An untrained agent acting in Push, for example,
often fails to move the box at all. In this case, the future strategy samples only a single potential goal, which is satisfied
by all states in the trajectory, and little is learned. Second, it is difficult for an agent to transfer its learning to another
goal space: there is no natural way for a trained Push agent to transfer its knowledge in order to both (1) push the box
to location A, and then (2) move the gripper to location B.

To address these difficulties, we propose to train the agent on a finer—more specific—goal space and use Prototype Goal
Encodings (ProtoGE) to encode coarse goals as fine ones. Formally, we say that goal space A is coarser than goal space
B if and only if there exists Protoge map f : A → B such that for each goal a ∈ A, the success state set SB(f(a)) of its

1
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Fig. 2: Concept diagrams of feature Protoges (left) and epsilon Protoges (right). Each frame represents a different goal space over the
same underlying state space, and the colored shapes inside represent success state sets for two example goals. On both the left and
right, the middle goal space is finer than the adjacent spaces, which are incomparable. The goals (squares, small circles) in the middle
spaces are valid Protoges for the corresponding goals (slices, large shapes) in the outer spaces.

Protoge, f(a), is a subset of a’s success state set SA(a). IfA is coarser thanB, B is finer thanA. If neither is coarser, A and
B are incomparable. Below, we consider two types of Protoges: feature Protoges, which expand the dimensionality of
the goal feature representation, and epsilon Protoges, which use tighter epsilon balls for determining goal achievement.
See Figure 2 for conceptual diagrams of each. Note that any topological basis of S is finer than any goal space whose
elements are open sets in S (an “open goal space”). In particular, if S ⊂ Rn, the standard basis of epsilon balls about each
state s ∈ S, Bε(s) = {x | ‖x − s‖ < ε} where ε ∈ R+, is finer than all open goal spaces. We call this the (ε-) state-goal
space. Finally, note that two goal spaces A and B can both be finer than the other (as are, e.g., any two topological bases).

For example, we replace the 3-dimensional goals in Push with 6-dimensional goals indicating not only a target box
position, but also a gripper position. Because any gripper position satisfies the original desired goal, we use a feature
Protoge and require that the agent place the gripper above the target box location. An agent must achieve the original
goal in order to achieve the Protoge. Using Protoges has at least two advantages, described below.

3 Accelerated Learning with Protoge

Although finer goals are, by definition, harder to accomplish than coarse ones, transitions between fine goals are less
sparse and provide the agent with more control signal. When the gripper position is added to the agent’s goal represen-
tation in the Push task, every movement achieves a new potential goal, even when the box remains unmoved, allowing
the agent to learn how to control the gripper when using HER’s future strategy. The intuition here is similar to that of
auxiliary tasks [6] and GVFs [16]: learning to control things—even if not directly connected to the agent’s primary goal—
results in better overall control and improved performance. Our results suggest that a balance between the additional
difficulty and control information introduced by specificity can accelerate learning.

Fetch Results We demonstrate accelerated learning in Push, PickAndPlace and Slide by (1) expanding the dimen-
sionality of the Push and PickAndPlace goal spaces using feature Protoges, and (2) increasing the specificity of the
Slide goal space using an epsilon Protoge. Test success is always measured with respect to the original goal space. See
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Fig. 3: In Push and PickAndPlace, the standard goal representation OBJ is greatly outperformed by the finer OBJGRIP represen-
tation, which uses 6-dimensional Protoges. The ALL state-goal representation does not do as well as OBJGRIP, but is able to a learn
even when thresholds are hard-coded. In Slide, our epsilon Protoge (OBJ-0.03) approach outperforms the standard OBJ-0.05
approach. In all cases, the futureactual strategy (fa) performed better than the future strategy (f). When used together, Protoge
and futureactual establish a new state-of-the-art. Our results can be compared to the baselines of Plappert et al. (2018) [13] by
noting that our 10K episodes are roughly equal to 5 Plappert epochs. Our greatly improved baseline results are due to implementation
differences (see main text). For all environments, each configuration was run with the same 3 random seeds.
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Figure 3. In Push and PickAndPlace we experiment with a 6-dimensional object-gripper goal specification (OBJGRIP),
which reports both the box position and the gripper position, and a 25-dimensional state-goal specification (ALL), which
reports all 25-dimensions of the state. In each case we use a hand-coded Protoge map to encode desired goals into the
expanded goal space. The Protoge places the hand above the box, and encodes the other dimensions (e.g., speed and ob-
ject rotation) in the state-goal case to have a value of 0. We use the same epsilon threshold as the original environments
with respect to the original goal dimensions (thus, the expanded goal space is finer than the original goal space, and
achieving an expanded goal necessarily achieves the original goal), and use an element-wise epsilon threshold for added
dimensions, which we manually set to 0.05. In Slide we experiment with a tighter goal specification, which reduces
the distance threshold for goal satisfaction from 0.05 to 0.03 (meters). We plan to experiment with automatically learning
optimal thresholds in future work. We expect that learned thresholds will greatly improve performance, especially that
of the state-goal representation (ALL).

A Novel HER Strategy As a result of the increase in goal specificity, the agent’s state rarely satisfies the Protoge of
any potential desired goal (e.g., the agent’s gripper is rarely directly above the box); as such, when using the future
strategy, very few desired goal Protoges are added to the agent’s replay buffer. To combat this effect, we propose the
futureactual strategy, which mixes goals sampled according to future with goals sampled from a buffer of past
actual goals (in the agent’s goal space; i.e., using Protoge). This focuses the agent’s learning effort on actual desired goals
while still providing the agent with enough initial reward signal to benefit from HER. In our experiments we always
sample 80% of the agent’s training experiments using HER, with 40% sampled according to future and 40% sampled
according to actual. Although Protoge still works with future, we find that futureactual improves performance,
even in absence of Protoge (Figure 3).

Implementation Highlights We use DDPG together with our own implementation of HER. Rather than distribute
training across parallel workers (as done by Plappert et al. [13]), we train a single agent in 12 parallel environments. Our
actors and critics use 3 layer-normalized [2] hidden layers of 512 units each. We train with a batch size of 1000 every two
environment steps, and update our target network every 40 training steps using an update factor of 0.05. We apply L2

action normalization with coefficient 0.1. Our Push and PickAndPlace agents use epsilon exploration with an epsilon
of 0.3, whereas our Slide agent does not use any epsilon exploration. Other hyperparameters are similar to those used
by Plappert et al. [13]. Our baseline future agents learn significantly faster than the agents of Plappert et al., as well as
the more recent agents of Liu et al [8], most likely due to the different training regime.

4 Transfer Learning with Protoge
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Fig. 4: Transferred Protoge agents, trained on Push,
solve PushAndReach faster than an agent trained
from scratch (5 random seeds each).

Finer goal representations are more flexible and allow for efficient
transfer. The state-goal representation in particular, is universal:
an agent trained on the state-goal space can potentially adapt to
arbitrary goals, regardless of their form, so long as Protoges are
available. This effectively reverses the HER assumption: instead
of assuming that given state s we can find a goal g that is satis-
fied in s [1], we assume that given goal g we can find a state s
that satisfies g. Our present work demonstrates transferability us-
ing hand-designed Protoge maps, but we are working towards an
effective method for learning Protoges maps online.

In Figure 4, we show that both the OBJGRIP and ALL agents
from the previous Section can effectively transfer their knowl-
edge to a PushAndReach environment, which has 6-dimensional
goals and requires the agent to both (1) push the box to a 3-
dimensional target location and (2) move its gripper to another
3-dimensional target location. The target locations are indepen-
dently sampled (the box goal is sampled according to the same dis-
tribution as Push, and the gripper goal is sampled roughly accord-
ing to the same distribution as the FetchReach environment).
Since PushAndReach is harder than Push, we see that the stan-
dard HER approach learns slightly slower than it does in Push.
The transferred agents are able to learn much faster, even though the distribution of desired goals has changed signifi-
cantly. Note that while the transferred OBJGRIP agent is now using the native goal space (no Protoge), the transferred
ALL agent is using a Protoge map, as before, to expand the native 6-dimensional goal into a 25-dimensional goal.
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5 Future Work

This work is still in its early stages, and we are exploring several avenues going forward:

• In our Fetch experiments, we use a hard-coded element-wise success threshold for expanded goal dimensions.
Can we learn these thresholds automatically? We are currently exploring a curriculum learning approach [5].

• In particular, many aspects of the state space are usually outside of the agent’s control, and it is unreasonable
to ask an agent to achieve arbitrary goals in the state-goal space. How can we automatically recognize control-
lable aspects of the state and use only those when defining Protoges? One promising approach is to learn a
“controllable” latent space by predicting inverse dynamics f(at|st, st+1) [12].

• In our Fetch experiments, we use the native feature space to define goals and Protoges. How can we generalize
this approach to the agent’s latent feature space?

• More generally, we may wish to learn Protoge maps between two complex goal spaces (recall that two goal
spaces can both be finer than the other). For example, we might want to map the natural language goal space
[4], describing the task that the agent needs to perform, to raw pixels (an image) showing the agent’s first person
view [11], or vice versa. How can we learn such maps automatically?

• For a given coarse goal, there are many candidate Protoges, any of which satisfy the original goal. It would be
interesting explore the generation of optimal Protoges, conditioned on the current state and goal.

• In our experiments, we used the original Push goal space to generate Protoges in order to train the ALL agent,
which agent was able to quickly transfer its knowledge to PushAndReach. It seems likely, however, that the ALL
agent could have designed its own goal curriculum, separately from Push, and trained itself in an unsupervised
fashion by taking advantage of, e.g., curiousity [12].
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Abstract

The human mind has an unparalleled ability to acquire complex cognitive skills, discover new strategies, and refine its
ways of thinking and decision-making; these phenomena are collectively known as cognitive plasticity. One important
manifestation of cognitive plasticity is learning to make better – more far-sighted – decisions via planning. A serious
obstacle to studying how people learn how to plan is that cognitive plasticity is even more difficult to observe than cog-
nitive strategies are. To address this problem, we develop a computational microscope for measuring cognitive plasticity
and validate it on simulated and empirical data. Our approach employs a process tracing paradigm recording signatures
of human planning and how they change over time. We then invert a generative model of the recorded changes to in-
fer the underlying cognitive plasticity. Our computational microscope measures cognitive plasticity significantly more
accurately than simpler approaches, and it correctly detected the effect of an external manipulation known to promote
cognitive plasticity. We illustrate how computational microscopes can be used to gain new insights into the time course of
metacognitive learning and to test theories of cognitive development and hypotheses about the nature of cognitive plas-
ticity. Future work will leverage our computational microscope to reverse-engineer the learning mechanisms enabling
people to acquire complex cognitive skills such as planning and problem solving.

Keywords: cognitive plasticity; planning; decision-making; process-tracing; statistical methods
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1 Introduction

The way we think and decide is remarkably plastic. This cognitive plasticity enables people to learn how to make bet-
ter decisions. Despite initial research on how people acquire cognitive skills (van Lehn, 1996), the underlying learning
mechanisms are still largely unknown. Reverse-engineering how people learn how to think and how to decide is very
challenging because we can neither observe people’s cognitive strategies, nor how they change with experience – let
alone the underlying learning mechanisms. To make these learning mechanisms visible, we develop a computational
microscope for measuring how people learn how to plan. Our method has two components: i) a recently developed
process-tracing paradigm that renders people’s behavior highly diagnostic of their planning strategies, and ii) the inver-
sion of a generative model of how changes in this observable behavior arise from cognitive plasticity. Our computational
microscope makes it possible to observe how people’s planning strategies change from each decision to the next. This
sheds new light on the time course and the nature of metacognitive learning and allows us to test theories of cognitive
development and characterize the effects of feedback and individual differences on cognitive plasticity.

2 Methods

2.1 Process-tracing using the Mouselab-MDP paradigm

Planning, like all cognitive processes, cannot be observed directly but has to be inferred from observable behavior. This
is generally an ill-posed problem. To address this challenge, researchers have developed process-tracing methods that
elicit behavioral signatures of latent cognitive processes. In the Mouselab paradigm, for example, decision strategies can
be traced by recording the order in which people inspect the payoffs of different gambles (Payne, Bettman, & Johnson,
1993). While these behavioral signatures are still indirect measures of cognitive processes, they do provide additional
information about what the underlying cognitive strategy might be.

Here, we employ an extension of the Mouselab paradigm to the domain of sequential decision making (Callaway, Lieder,
Krueger, & Griffiths, 2017; Callaway et al., 2018). In the Mouselab-MDP paradigm, illustrated in Figure 1a, participants
are presented with a series of route planning problems in which each location (the gray circles) harbors a gain or loss.
On each trial, participants choose among the six possible paths to maximize the total reward they receive across the three
locations on the path. Initially, these rewards are occluded; however, participants can reveal the reward at a each location
by clicking on it. This explicit clicking action corresponds to evaluating the quality of a future state, a fundamental
cognitive operation in planning. The cognitive cost of this operation is externalized by an explicit cost of one point
for each reward revealed. Participants are thus encouraged to not immediately click every location, but instead reveal
information as necessary. The order of clicks reveals, for example, whether participants engage in forwards planning
(starting from the current state), or backwards planning (starting from the possible end states).

a b c

Figure 1: a) Illustration of the Mouselab-MDP paradigm. Rewards are revealed by clicking. b) Feedback boosted cogni-
tive plasticity at the beginning of learning. c) Time course of the frequencies of the five most common strategies.

2.2 Measurement model

To construct a computational microscope for measuring cognitive plasticity, we model the trial-by-trial sequence of peo-
ples’ cognitive strategies (S1, S2, · · · , S31) as a hidden Markov chain that emits the observed process tracing data. Our
models require methodological assumptions about i) how cognitive strategies manifest in process-tracing data, ii) the
space of cognitive mechanisms that can be learned, and iii) the nature and amount of cognitive plasticity that might
occur. The following paragraphs detail our assumptions about each of these three components in turn.
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Observation model. Our observation model thus specifies the probability of observing a sequence of clicks dt on trial t
if the strategy was St (i.e., P (dt|St)). To achieve this, we quantify each strategy’s propensity to generate a click c (or stop
collecting information) in belief state b by a weighted sum of the features f1(b, c), · · · , f29(b, c). The belief state encodes
observed rewards.The features describe the click c relative to this information (e.g., by the value of the largest reward
that can be collected from the inspected location) and in terms of the action it gathers information about (e.g., whether it
pertains to the first, second, or third step)1. The features and weights jointly determine the strategy’s propensity to make
click c in belief state b:

P (dt|St) =

|dt|∏

i=1

exp
(

1
τ ·
∑|w(S)|
k=1 w

(S)
k · f (S)k (ct,i, bt,i)

)

∑
c∈Cbt exp

(
1
τ ·
∑|w(S)|
k=1 w

(S)
k · f (S)k (c, bt,i)

) , (1)

where dt,i is the ith click in trial t (or the decision to stop clicking), τ is the decision temperature, and w(S) are the weights
of strategy S.

Space of cognitive mechanisms. The process tracing data from Lieder (2018) suggested that people use 38 different
planning strategies (S)1). These strategies differ in how much they plan (ranging from none to all), which informa-
tion they focus on, and in which order they collect it. Building on the observation model in Equation 1, we represent
each strategy by a weight vector w = (w1, · · · , w29) that specifies its preference for more vs. less planning, considering
immediate vs. long-term consequences, satisficing vs. maximizing, avoiding losses, and other desiderata.

Ward’s hierarchical clustering method suggested 11 types of planning strategies including acting impulsively without
any planning, five types of goal-setting strategies, three types of forward-planning strategies similar to depth-first search,
best-first search, and breadth-first search respectively. To use this method we defined the distance ∆(s1, s2) between
strategy s1 and s2 as the Jensen-Shannon divergence (Lin, 1991) between the distributions of click sequences and belief
states induced by strategies s1 and s2and approximated it using Monte-Carlo integration.

Prior on strategy sequences. Inferring a strategy from a single click sequence could be unreliable. Our method therefore
exploits temporal dependencies between subsequent strategies to smooth out its inferences. Transitions from one strategy
to the next can be grouped into three types: repetitions, gradual changes, and abrupt changes. While most neuroscientific
and reinforcement-learning perspectives emphasize gradual learning, others suggest that animals change their strategy
abruptly when they detect a change in the environment (Gershman, Blei, & Niv, 2010). Symbolic models and stage
theories of cognitive development also assume abrupt changes (e.g., Piaget, 1971), and it seems plausible that both types
of mechanisms might coexist. To accommodate these perspectives, we consider three prior distributions on participants’
trial-by-trial sequence of cognitive strategies.

The gradual learning prior in Equation 2 assumes that strategies changes gradually, that is

(2)P (St+1 = s|St,mgradual) =
exp(− 1

τ ·∆(s, St))∑
s′∈S exp(− 1

τ ·∆(s′, St))
,

where |S| is the number of strategies. The abrupt changes prior assumes that transitions are either repetitions or jumps:

(3)P (St+1 = s|St,mabrupt) = pstay · I(St+1 = St) + (1− pstay) · I(s 6= St)

|S|−1
.

Finally, the mixed prior in Equation 4 assumes that both types of changes coexist.

(4)P (St+1 = s|St,mmixed) = pgradual · P (St+1 = s|St,mgradual) + (1− pgradual) · P (St+1 = s|St,mabrupt).

In either case, we model the probability of the first strategy by a uniform distribution over the space of decision strategies.

Together with the observation model and the strategy space described above each of these priors defines a generative
model of a participant’s process tracing data d; this model has the following form:

P (d, S1, · · · , ST ) =
1

|S| ·
T∏

t=2

P (St|St−1,m) · P (dt|St). (5)

The three measurement models differ in the identity of m ∈ {mgradual,mabrupt,mmixed}. Inverting these models gives rise
to a computational method for measuring cognitive plasticity.

1The features were devised to be able to capture the whole range of strategies exhibited by our participants. A detailed description
of the features and strategies is available at https://osf.io/y58d3/?view_only=fa2f89de3aa04d4d87af3d050bb1a64c
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2.3 Computational microscopy by model inversion

The models above describe how cognitive plasticity manifests in process-tracing data. To measure cognitive plasticity
we have to reason backwards from the process tracing data to cognitive changes that generated it. That is, we can build
a computational microscope for measuring cognitive plasticity by inverting these measurement models. To achieve
this, we leverage the Viterbi algorithm to compute maximum a posteriori (MAP) estimates of the hidden sequence of
planning strategies given the observed process tracing data, the measurement model, and its parameters (pstay formabrupt
and pgradual and pstay for mmixed).

3 Validating the computational microscope

Validation on synthetic data. To validate our computational microscope, we apply it to simulated process tracing data.
To avoid bias towards any one measurement model, we sampled 100 simulated trials from each of the three measurement
models and combined them into a single data set. We then invert the three measurement models on each of the simulated
trials (d) and compared the MAP estimate of each strategy sequence (Ŝ) against the ground truth (S) in terms of the
proportion of correctly inferred strategies and the distance between the inferred strategies and the ground truth.

As a baseline, we evaluated the computational method that inverts the observation model in Equation 1 on each click
sequence independently. This simple approach was sufficient to infer the correct strategy about 81% of the time (95%
confidence interval: [80.2%, 81.8%]). The average distance ∆ from the inferred strategy to the true one was only 21% of the
average distance from each strategy to its closest neighbor (∆rel(̂s

baseline, s) = 0.215, 95% confidence interval: [0.20, 0.23]).
This shows that the simulated click sequences were highly diagnostic of the strategies that generated them.

We found that exploiting temporal dependencies among subsequent strategies by using our measurement models sig-
nificantly improved the proportion of correctly inferred strategies to 88.5%, 88.3%, and 88.5% for mgradual, mabrupt, and
mmixed respectively (all p < 0.0001) and decreased the average distance between the inferred strategies and the ground
truth by more than 40% (∆rel(̂s

gradual, s) = 0.124, ∆rel(̂s
mixed, s) = 0.124, and ∆rel(̂s

abrupt, s) = 0.127, all p < 0.0001). These
results suggest that – under reasonable, theory-agnostic assumptions about what cognitive plasticity might be like – our
computational microscope is more accurate than simpler methods.

Validation on empirical data. To validate our computational microscope on empirical data, we applied it to the
Mouselab-MDP process-tracing data from Experiments 1–3 by Lieder (2018) where 176 participants solved 31 differ-
ent 3-step planning problems of the form shown in Figure 1a. We asked if our computational microscope can detect the
effect of the feedback participants in the second condition of Experiment 1 received on the (sub)optimality of their cho-
sen actions. Our computational microscope successfully detected this manipulation. As shown in Figure 1b, the inferred
learning-induced changes were significantly larger in the feedback condition than in the control condition in the first 15
trials and in trials 21–25 (all p ≤ 0.012). Action feedback selectively increased the probability of 8 performance-increasing
strategy changes (and only 2 performance-decreasing ones) while decreasing the probability of 5 performance-decreasing
transitions, 5 self-transitions, and only 1 performance-increasing transition. Our method’s ability to detect the plasticity-
enhancing effects of feedback suggests that its inferences provide a valid measure of cognitive plasticity. Figure 1b also
shows that cognitive plasticity slowed down as participants adapted to the experiment’s stationary environment.

4 Shedding light on cognitive plasticity

Having validated our computational microscope on both simulated and empirical data, we now apply it to measure how
people learned how to plan in the control condition of Experiment 1 and the training phase of the control conditions of
Experiments 2 and 3 from Lieder (2018).

Temporal evolution of strategy frequencies. As shown in Figure 1c, we found that the most common initial strategy
was to act impulsively without any planning (No Planning). Over time the prevalence of this strategy decreased from
34% to 26% (χ2(1) = 7.95, p = 0.0048).Conversely, the frequency of the near-optimal Goal Setting strategy increased from
4% to 30% (χ2(1) = 148.85, p < .0001). The frequencies of the two maladaptive strategies that decide based on immediate
rewards (Myopic Satisficing and Myopic Impulsive) dropped from about 11% to 5% (χ2(1) = 11.74, p = .0006) and from
and 4% to 0.6% (χ2(1) = 11.62, p = 0.0006) respectively, whereas the frequency of the strategy One Final Outcome that
prioritizes long-term consequences increased from 1% to 6% (χ2(1) = 20.22, p < 0.0001).

Testing theories of cognitive development. Prominent theories disagree about whether cognitive development is a
gradual process (Siegler, 1996) or proceeds in discrete stages (Piaget, 1971) with abrupt transitions. Our computational
microscope suggested that cognitive plasticity includes both gradual and abrupt strategy changes. The majority of in-
ferred strategy changes was gradual (i.e., 59.1%, χ2(1) = 56.8, p < 0.0001) but there was also a non-negligible percentage
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of abrupt changes (i.e., 40.9%). Consistent with Siegler’s overlapping waves theory (Siegler, 1996) we found that i) mul-
tiple different strategies were being used at each point in time throughout the learning process (i.e., 2.2 strategies on
average), and ii) high-performing strategies become more prevalent over time whereas low-performing strategies be-
come less prevalent (i.e., there was a significant rank correlation between each strategy’s average performance and the
change in its frequency; Spearman’s ρ(37) = 0.39, p = 0.0154).

Learning trajectories. To identify the most common learning trajectories, we categorized each inferred strategy as be-
longing to one of the 11 types of strategies described earlier and extracted the order in which they appeared. We found
that 86.0% of the learning trajectories were unique and the remaining trajectories were exhibited by only 2–4 learners
each. Zooming in on the 49 participants who learned the near optimal goal setting strategy, we found that they reached it
via 38 unique learning trajectories. Consistent with the overlapping waves theory, we found that 83.8% of these learning
trajectories included at least one intermediary strategy and identified three gateways to optimal planning: 35% of the
intermediary strategies inspected all potential final states – whereas the optimal strategy stops once it encounters the
best possible outcome – and sometimes planned backwards from undesirable states; 27% inspected potential final states
like the optimal strategy but wastefully inspected paths towards undesirable final outcomes, and 21% of the penultimate
strategies inspected both immediate and final outcomes while ignoring the intermediate states. Interestingly, all of these
intermediary strategies performed gratuitous planning operations.

5 Discussion

We have successfully validated our method on both synthetic and human data. The results suggest that our computa-
tional microscope can measure cognitive plasticity in terms of the temporal evolution of people’s cognitive strategies. We
believe this method has great potential for uncovering the mechanisms of cognitive plasticity and how they are impacted
by the learning environment, individual differences, time pressure, motivation, and interventions – including feedback
and instructions. We are optimistic that computational microscopes will become useful tools for reverse-engineering the
learning mechanisms that enable people to acquire complex cognitive skills and shape how we think and decide. To
make this possible, we will extend the proposed measurement model to continuous strategy spaces defined in terms of
the interaction between the goal-directed system, the Pavlovian system, and habits (O’Doherty, Cockburn, & Pauli, 2017;
van der Meer, Kurth-Nelson, & Redish, 2012). Our findings should be taken with a grain of salt because a more psycho-
logically plausible distance metric or a more realistic strategy representation could lead to different conclusions. Future
work will evaluate our method on synthetic data generated according to extant models of cognitive plasticity and quan-
tify how well the inferred strategy sequences explain empirical data. Our approach makes it possible to more directly
observe the previously hidden phenomenon of cognitive plasticity in all of its facets – ranging from skill acquisition and
cognitive development to the progression of psychiatric symptoms and mental disorders. Finally, reverse-engineering
people’s ability to discover and continuously refine their own algorithms could enable substantial advances towards
self-improving (general) artificial intelligence.
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Abstract

Consider an infinite horizon partially observable Markov decision process. We show that the optimal discounted reward
under memoryless stochastic policies is continuous under perturbations of the observation channel. This implies that
we can find approximately optimal memoryless policies by solving an approximate problem with a simpler observation
channel.

Keywords: POMDPs, memoryless stochastic policy, optimal policy

1 Introduction

Policy optimization in partially observable Markov decision processes (POMDPs) is known to be a difficult problem. In
order to better understand this problem, we can study special cases where the system has some additional structure (e.g.,
the observations identify the world state to within a few possibilities), or we can also restrict the optimization problem to
policies with some additional structure (e.g., memoryless policies). The optimization problem over memoryless policies
has been discussed in various works (see, e.g., Ross, 1983; Vlassis et al., 2012; Azizzadenesheli et al., 2016).

In this context, the connections between information, memory and value are of particular interest (see Kaelbling et al.,
1998). We are interested in the relations that exist between the observation channel, on the one hand, and the structure of
the optimal memoryless policies, on the other hand. In particular, we are interested in whether certain types of POMDP
optimization problems allow for optimal or nearly optimal policies that have a particularly simple structure.

Previous work in this direction has characterized families of policies that contain optimal memoryless policies for any
POMDP of a particular type (see Montúfar and Rauh, 2017; Montúfar et al., 2015; Montúfar et al., 2015). In particular,
these works consider the number of actions that a memoryless policy needs to randomize at a given observation, depend-
ing on the number of world states that are compatible with that observation. In other words, depending on the properties
of the observation channel, they conclude that there exists a simple optimal memoryless policy. A natural question is: If
the observation channel nearly satisfies the conditions under which it is known that a simple optimal policy exists, can
we conclude that there exists a simple policy that is nearly optimal? In this short article, we show that this is indeed the
case. Thereby, we contribute to the understanding of approximate memoryless stochastic planning in POMDPs.

2 POMDPs and localization of optimal policies

We briefly introduce the definitions and settings.

Definition 1. A Partially Observed Markov Decision Process (POMDP) is a tuple (W,S,A, α, β,R) consisting of

1. finite setsW (world states), S (sensor states/observations) and A (actions),

2. Markov kernels/channels α :W ×A →W (world state transition) and β :W → S (observation channel),

3. and a reward function R :W ×A → R.

A Markov decision process (MDP) is the special case where β conveys full information about the world state.

We consider time independent memoryless stochastic policies.

Definition 2. A policy is a Markov kernel π : S → A. Denote ∆S,A the set of all such policies.
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Figure 1: The graphical structure of a POMDP.

A POMDP, a policy π, and a starting distribution µ onW , together, define a stochastic process (W t, St, At)t, which is a
sequence of random variables (W t)t (world states), (St)t (sensor states), and (At)t (actions). The graphical structure is
shown in Figure 1.

We consider infinite horizon discounted rewards.
Definition 3. Given a POMDP and a policy π, the discounted reward with discount factor γ is

Rγ(π) = (1− γ)

∞∑

t=0

γt
∑

w,a

R(w, a)P (W t = w,At = a).

We denoteR∗γ = supπ∈∆S,A
Rγ(π) the optimal value over the set of memoryless stochastic policies.

We are interested in the following theorem by Montúfar and Rauh (2017), which provides a type of extension of the well
known fact that any MDP has an optimal policy over the set of memoryless stochastic policies which is deterministic.
Given π : S → A, let supp(π(·|s)) = {a ∈ A : π(a|s) > 0}.
Theorem 4. Consider a POMDP (W,S,A, α, β,R). Then there is a policy π∗ ∈ ∆S,A with | supp(π∗(·|s))| ≤ | supp(β(s|·))| for
all s ∈ S, andRγ(π∗) ≥ Rγ(π) for all π ∈ ∆S,A.

This result implies that, in order to optimize a POMDP over the set of memoryless stochastic policies, it suffices to
consider a subset of policies. This can be translated into a choice of a policy model with few parameters or also into
heuristics for the policy optimization. The result is optimal in the sense that there are POMDPs (W,S,A, α, β,R) where
each policy π∗ ∈ ∆S,A withRγ(π∗) ≥ Rγ(π) for all π ∈ ∆S,A satisfies | supp(π∗(·|s))| ≥ | supp(β(s|·))|.
A problem with Theorem 4 is that, in concrete situations, we might not be able to exclude world states with absolute
certainty, meaning that | supp(β(s|·))| = |W|. Moreover, the number of world states might be as large or larger than the
number of possible actions, |W| ≥ |A|, in which case the statement of the theorem is vacuous.

3 Continuity of the reward and localization of nearly optimal policies

In order to remedy the shortcomings of Theorem 4, we need a continuous version of the characterization. Our continuous
extension is as follows. We show that if the observation channel β is close to some other channel β′, in an appropriate
sense, then we can find a near to optimal policy π with | supp(π(·|s))| ≤ | supp(β′(s|·))| for all s ∈ S.
Theorem 5. Consider a POMDP with γ < 1 and ‖R‖∞ := maxw,a |R(w, a)|. Let β′ be a Markov kernelW → S that satisfies

‖β(·|w)− β′(·|w)‖TV =
1

2

∑

s

∣∣β(s|w)− β′(s|w)
∣∣ ≤ ε for all w ∈ W .

Then there is a policy π that satisfies | supp(π(·|s))| ≤ | supp(β′(s|·))| for all s andRγ(π) ≥ R∗γ − 2 ε
1−γ ‖R‖∞.

We prove this theorem based on a continuity result for the discounted reward function with respect to the observation
channel.
Theorem 6. Consider two POMDPs (W,S,A, α, β,R) and (W,S,A, α, β′, R) that satisfy

‖β(·|w)− β′(·|w)‖TV =
1

2

∑

s

∣∣β(s|w)− β′(s|w)
∣∣ ≤ ε for all w ∈ W .

Then the discounted reward functionsRγ ,R′γ of the two POMDPs satisfy

|Rγ(π)−R′γ(π)| ≤ ε

1− γ ‖R‖∞ for any policy π ∈ ∆S,A and any γ < 1,

where ‖R‖∞ := maxw,a |R(w, a)|. This implies, in particular, |R∗γ −R′∗γ | ≤ ε
1−γ ‖R‖∞.

We present the proofs in the following section.

2
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4 Proofs of the continuity result

Lemma 7. Under the assumptions of Theorem 6, denote by At,W t the action and world process of the POMDP with β, and denote
by A′t,W ′t the action and world process of the POMDP with β′, where both POMDPs are controlled by the same policy π. Then,

|Pr(At = a|W t = w)− Pr(A′t = a|W ′t = w)| ≤ ε for all a,w.

Proof. (Proof of Lemma 7) The inequality follows from∣∣∣Pr(At = a|W t = w)−Pr(A′t = a|W ′t = w)
∣∣∣

=

∣∣∣∣
∑

s

π(a|s)(β(s|w)− β′(s|w))

∣∣∣∣

=

∣∣∣∣
∑

s:β(s|w)≥β′(s|w)

π(a|s)(β(s|w)− β′(s|w))−
∑

s:β′(s|w)>β(s|w)

π(a|s)(β′(s|w)− β(s|w))

∣∣∣∣

≤max

{ ∑

s:β(s|w)≥β′(s|w)

π(a|s)(β(s|w)− β′(s|w)),
∑

s:β′(s|w)>β(s|w)

π(a|s)(β′(s|w)− β(s|w))

}

≤max

{ ∑

s:β(s|w)≥β′(s|w)

(β(s|w)− β′(s|w)),
∑

s:β′(s|w)>β(s|w)

(β′(s|w)− β(s|w))

}

=‖β′(·|w)− β(·|w)‖TV.

Lemma 8. Under the assumptions of Lemma 7, for all t ≥ 0,
∑

aw

|Pr(AtW t = aw)− Pr(A′tW ′t = aw)| ≤ (t+ 1)ε, (1a)

∑

w

|Pr(W t = w)− Pr(W ′t = w)| ≤ tε. (1b)

Proof. (Proof of Lemma 8) The proof is by induction. For t = 0, Pr(W 0 = w) = Pr(W ′0 = w), so (1b) holds for t = 0.
Assuming that (1b) holds for some t,

∑

aw

|Pr(AtW t = aw)− Pr(A′tW ′t = aw)|

≤
∑

w

|Pr(W t = w)− Pr(W ′t = w)|
∑

a

|Pr(At = a|W t = w)|

+
∑

aw

|Pr(At = a|W t = w)− Pr(A′t = a|W ′t = w)||Pr(W ′t = w)|

≤
∑

w

|Pr(W t = w)− Pr(W ′t = w)|

+ sup
w

∑

a

|Pr(At = a|W t = w)− Pr(A′t = a|W ′t = w)|

≤ tε+ ε = (t+ 1)ε.

Assuming that (1a) holds for t− 1,
∑

w

|Pr(W t = w)− Pr(W ′t = w)|

=
∑

w

∣∣∣∣
∑

a,w′

α(w|a,w′)
(

Pr(At−1W t−1 = aw′)− Pr(A′t−1W ′t−1 = aw′)
)∣∣∣∣

≤
∑

a,w′

∑

w

α(w|a,w′)
∣∣∣∣Pr(At−1W t−1 = aw′)− Pr(A′t−1W ′t−1 = aw′)

∣∣∣∣

≤
∑

a,w′

∣∣∣∣Pr(At−1W t−1 = aw′)− Pr(A′t−1W ′t−1 = aw′)

∣∣∣∣ ≤ tε.
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Proof. (Proof of Theorem 6) Using
∞∑

t=0

(t+ 1)γt =
1

γ

∞∑

t=1

tγt =
∂

∂γ

∞∑

t=0

γt =
∂

∂γ

1

1− γ =
1

(1− γ)2

and Lemma 8,

|R(π)−R(π′)|

≤ (1− γ)
∞∑

t=0

∑

w,a

γtR(w, a)|P (W t, At = w, a)− P (W ′t, A′t = w, a)|

≤ (1− γ)
1

γ

∞∑

t=1

γt‖R‖∞tε =
ε

1− γ ‖R‖∞.

LetR(β, π) be the expected reward for observation kernel β and policy π.
Lemma 9. Let Rγ , R′γ be the discounted reward functions of two POMDPs (W,S,A, α, β,R), (W,S,A, α, β′, R), and suppose
that there exists c > 0 with |Rγ(π)−R′γ(π)| ≤ c for all policies π. If π′∗ is the optimal policy forR′γ , thenR∗γ ≥ Rγ(π′∗) ≥ R∗γ−2c.

Proof. (Proof of Lemma 9) The first inequality is by definition ofR∗γ . For any policy π forRγ ,

Rγ(π′∗) ≥ R′(π′∗)− c ≥ R′(π)− c ≥ Rγ(π)− 2c.

The second inequality follows when π is an optimal policy forRγ .

Proof. (Proof of Theorem 5) This follows from Theorem 6 and Lemma 9 and Theorem 4.

5 Discussion

We presented a continuity result that extends the applicability of previous theoretical results on the structure of optimal
policies of POMDPs, and allows us to discuss approximately optimal policies. Continuity, in the way that we studied
here, could be investigated not only in terms of the observation channel, but also in terms the state transition kernel.
These continuity results might also serve to make statements about consistency in policy optimization in reinforcement
learning, when the agent needs to estimate the world model (i.e., the kernels β and α).

Acknowledgment This project has received funding from the European Research Council (ERC) under the European
Unions Horizon 2020 research and innovation programme (grant agreement no 757983).

References
K. Azizzadenesheli, A. Lazaric, and A. Anandkumar. Open problem: Approximate planning of pomdps in the class of

memoryless policies. In V. Feldman, A. Rakhlin, and O. Shamir, editors, 29th Annual Conference on Learning Theory,
volume 49 of Proceedings of Machine Learning Research, pages 1639–1642. PMLR, 2016.

L. P. Kaelbling, M. L. Littman, and A. R. Cassandra. Planning and acting in partially observable stochastic domains.
Artificial Intelligence, 101(1):99–134, 1998.
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Abstract

In this article, we propose a new approach for efficiently generating approximate samples from a poste-
rior over complex models such as neural networks, induced by a prior distribution over the model family
and a set of input-output data pairs. While there are other applications, we are particularly motivated in
this work by its application in Thompson sampling, a technique for efficient exploration in reinforcement
learning. Thompson sampling requires sampling from a posterior distribution over models, which can be
achieved in special cases under restrictive assumptions. Approximations are called for when this can not
be done exactly. Ensemble sampling offers an approach that is viable in complex settings such as deep rein-
forcement learning. However, ensemble sampling requires fitting a substantial number of separate models,
which although tractable is far more computationally demanding than one would hope. We propose a new
approach that is based on point estimation in an elevated model space. This elevated model space is made
up of models that map the input space and a d-dimensional Euclidean index space to the output space.
After learning the mapping, by sampling a random index, one effectively samples a random neural net-
work that maps predictors to output. Our approach aims to learn a mapping so that this random model is
approximately distributed according to the posterior over neural networks conditioned on observed data.
As a sanity check, we prove that in the special case of linear models with Gaussian noise our approach can
generate exact samples from the posterior. We also demonstrate empirically the efficacy of our approach in
the context of bandit learning with linear and neural network models.

Keywords: approximate posterior, posterior sampling over networks
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1 Introduction

It is often useful to learn not just a point estimate but a posterior distribution over models. When learning
a linear model with a Gaussian prior over coefficients from observations perturbed by Gaussian noise,
this can be accomplished via the Kalman filter. However, computing or even approximating a posterior
distribution over more complex model classes, like neural networks, poses a far greater challenge.

Though addressing this challenge could serve many purposes, our immediate motivation is in the use of
posterior samples to guide exploration in reinforcement learning. For example, approaches motivated by
Thompson sampling, such as those discussed in [1], call for approximately sampling neural networks from
posterior distributions. Among such approximation methods, ensemble sampling [2] stands out as one that
is relatively tractable and applicable in complex problems such as deep reinforcement learning [3].

We will propose a new approach that learns a mapping from predictors and a random index to an output.
After learning the mapping, by sampling a random index, one effectively samples a random model that
maps predictors to output. Our approach aims to learn a mapping so that this random model is approxi-
mately distributed according to the posterior over models conditioned on observed data.

Ensemble sampling can be viewed as a special case of this approach. In ensemble sampling, K separate
models are learned. The distribution of this ensemble can be viewed as an approximation to the posterior
over models, in a spirit similar to particle filtering. To produce a random model with distribution approx-
imating the posterior, a model is sampled uniformly from the ensemble. By viewing the selection in terms
of sampling a random index uniformly from {1, . . . ,K}, the ensemble can be seen as a mapping from input
and index to output.

Our new approach aims to offer efficiency gains over ensemble sampling by alleviating the need to learn
K separate complex models. We instead learn a single model. We expect this model to be more complex
than each element of the ensemble since it takes a random index as additional input. However, rather than
increases the number of free parameters by a factor of K, as is done in ensemble sampling, our hope is that
our new approach entails a much smaller multiple.

Our approach may sound related to generative networks [4], though there is some difference. In adversarial
generative networks, a random index is mapped to an output in a manner that approximates an output
distribution reflected by observed data. [5] presents some crucial shortcomings of some existing generative
methods like [6], [7] for posterior approximation through some sanity checks. Please refer to [5] for more
details. Our approach aims to sample a model, such as a neural network, rather than an output. Further,
we aim to approximately sample from a posterior distribution rather than a distribution that generated
observe data.

2 Training

Given data samples D = ((xt, yt) : t = 1, . . . , T ), a common approach to estimating the associated mapping
between x and y entails selecting θ̂ to minimize a loss function of the form

L(θ̂,D) =

T∑

t=1

(fθ̂(xt)− yt)2 + ψ(θ̂).

However, we wish to sample θ̂ approximately from a posterior distribution of models conditioned on D .
Our general framework for doing this involves defining a perturbed loss function

Lz(θ̂,D) =
T∑

t=1

(fθ̂(xt, z)− yt)2 + ψz(θ̂) (1)

and minimizing

L(θ̂,D) =

∫

z

pz(dz)Lz(θ̂,D), (2)

for some distribution pz . Then, we sample a mapping from x to y by sampling z ∼ pz and using fθ(x, z).

2.1 Neural Networks

Let us now describe one example. Suppose fθ : <N 7→ < represents a neural network with weights θ, for
which the prior distribution is N (0, σ2

0I). Suppose we are given data pairs D = ((xt, yt) : t = 1, . . . , T ). Let

1
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pz be unit Gaussian over a K-dimensional space. In general, K will be much smaller than T . Let the rows
of B ∈ <N×K and at, for each t = 1, . . . , T , be sampled uniformly at random from the K-dimensional unit
sphere. Consider minimizing a loss function

L(θ̂,D) =

∫

z

pz(dz)

(
T∑

t=1

(fθ̂(xt, z)− yt − a>t z)2 +
1

σ2
0

‖θ̂ − θ̃‖22

)
, (3)

with θ̃ = σ0Bz. Then, by sampling z ∼ N(0, I), fθ̂(·, z) serves as an approximate posterior sample. Here,
after fixing the index z, fθ̂(., z) can be considered a new neural network with weights as θ̂(z).

As discussed in [5], regularizing as done in the above loss function can cause problems with the workings of
neural network training procedures based on stochastic gradient descent. As such, it may be more effective
to use a modified loss function of the form

L(θ̂,D) =

∫

z

pz(dz)

(
T∑

t=1

(fθ̂(xt, z) + gθ̃(xt)− yt − a>t z)2
)

(4)

Here, gθ̃ can be thought of as a random prior network.

2.2 Linear Regression

As a sanity check, we consider in this section a version of the approach specialized to linear regression.
Examining this case offers intuition for how and why our approach can work.

Suppose that θ is an N -dimensional vector with prior distribution N(µ0,Σ0) and that, for each t, yt =
θTxt + wt with wt ∼ N (0, σ2

w). As discussed in [2], minimizing the following perturbed loss function gives
θ̂, a sample from the posterior distribution of θ conditioned on D:

L(θ̂,D) =
T∑

t=1

1

σ2
w

(θ̂Txt − yt − w̃t)2 + (θ̂ − θ̃)>Σ−10 (θ̂ − θ̃),

where w̃t ∼ N (0, σ2
w) and θ̃ ∼ N (µ0,Σ0). The resulting posterior sample θ̂ can be thought of as a function of

θ̃ and (w̃t : t = 1, . . . , T}. Now suppose we want to sample approximately from the posterior in a way that
depends on a random vector z ∼ N(0, I) of fixed dimensionK rather than a random object with dimension
growing with T . We can do this minimizing a loss function of the form

Lz(θ̂,D) =
∑T
t=1

1
σ2
w

(θ̂Txt − yt − σwaTt z)2 + (θ̂ − θ̃)>Σ−10 (θ̂ − θ̃), (5)

with θ̃ = µ0 + Σ
1/2
0 Bz. As a function of z, the optimal solution takes the form θ̂ = δ+Mz, for some δ ∈ <N

and M ∈ <N×K . Letting f(δ,M)(x, z) = (δ +Mz)Tx, we can alternatively minimize

L((δ,M),D) =
∫
z
pz(dz)

∑T
t=1

1
σ2
w

((δ +Mz)Txt − yt − σwaTt z)2 + (θ̂ − θ̃)>Σ−10 (θ̂ − θ̃), (6)

to obtain the same values of δ and M . This is a special case of (3).

Note that the minimizing arguments of (6) are

δ =

(
1

σ2
w

T∑

t=1

xtx
T
t + Σ−10

)−1(
1

σ2
w

T∑

t=1

xtyt + Σ−10 µ0

)
, (7)

M =

(
1

σ2
w

T∑

t=1

xtx
T
t + Σ−10

)−1(
1

σw

T∑

t=1

xta
T
t + Σ

−1/2
0 B

)
. (8)

Lets consider C be a matrix with rows a1, a2 . . . , aT concatenated with the rows of B. It is easy to see that
if the rows of C are orthogonal then θ̂ = δ + Mz is an exact sample from the posterior. However, we
will generally want to use a fixed value of K that is much smaller than T , and as such, the rows of C will
generally fail to be orthogonal. Nevertheless, this approach can serve to offer a useful approximation to a
posterior sample.

2
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3 Computational Results

In Section 2.2, we have provided an intuition of why our method approximates sampling from posterior.
In this section we will present some computational results to deepen the insight. We aim to paint a clearer
picture which enhances our understanding than solving a difficult problem. In order to measure how well
our estimated distribution approximates the posterior we look at it’s performance in bandit settings where
an agent picks an action from set of plausible actions and observe a stochastic reward corresponding to the
chosen action. The agent aims to pick the best possible actions to maximize the cumulative reward. We
compare our method which samples the model from an approximate posterior with Thompson sampling
which samples from the actual posterior distribution. But for complicated models like neural networks ob-
taining posterior is very difficult if not computationally intractable. In such cases, we resort to comparing
performance of our method with Ensemble sampling [2], which samples a model from a fixed size ensem-
ble. Performance of an algorithm is quantified by regret(difference between maximum possible reward and
reward obtained by the algorithm). For ease of convention we will be refering to our proposed method as
Index sampling.

3.1 Gaussian Linear Bandit

We will first look at Gaussian linear bandits, an online linear optimization setting where rewards are given
by bandit feedback where for each t, any action xt ∈ <N , ‖xt‖2 ≤ 1 the observed reward yt is given
by xTt θ + wt, where wt ∼ N (0, σ2

w) is Gaussian noise with known variance σ2
w and θ ∈ <N is the fixed

unknown parameter which characterizes the model. Given a prior N (µ0,Σ0) over θ, we initialize δ1 = µ0

and M1 = Σ
1/2
0 B. At any time t, we sample a model θ̂t from approximate posterior by picking a random

index z ∈ <K and computing θ̂t = δt + Mtz. Now assuming that θ̂t is the true parameter we choose xt
which is optimal w.r.t θ̂t and observe yt. Once observing (xt, yt), we update our model parameters δ,M
incrementally using (7) and (8).

For comparing different methods we simulated a linear bandit with N dimensional input, with σ2
w = 100

and each coordinate of µ0 is sampled uniformly from [0, 10] and Σ0 = 10IN . Index sampling is imple-
mented with index dimension as K and Ensemble sampling is implemented with M ensembles. Results
are shown in the form of cumulative regret vs time on Figures 1a, 1b. Plots are obtained by averaging over
25 realizations for N = 10 and 5 realizations for N = 50.

(a) N = 10, Index Sampling with K = 5 and K = 10,
Ensemble Sampling with M = 5 and M = 10

(b) N = 50, Index Sampling with K = 20 and K = 50,
Ensemble Sampling with M = 25 and M = 50

Figure 1: Cumulative regret vs time for Index Sampling, Thompson Sampling and Ensemble Sampling

We observe that the index sampling method performs similar to that of Thompson sampling even for small
values ofK suggesting that the distribution from which we sample is approximately posterior. Performance
of Index sampling when compared with ensemble sampling of M ≈ K is similar if not better.

3
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3.2 Neural Network Bandit

Now we will consider a more complicated model, a 2-layer neural network bandit model for which ob-
taining posterior is difficult, computationally expensive. For the neural network bandit setting we compare
performance of our method with ensemble sampling. Let the neural network be represented as fθ : <N → <
and at any time t, the observed output/reward for an action xt ∈ X ⊂ <N is given by yt = fθ(xt) + wt
where wt ∼ N (0, σ2

w) and θ are the unknown weights which define the neural network.

Our aim is to maximize the cumulative reward by picking actions from a finite set, X . In case of index
sampling, during inference a K-dimensional index is sampled and appended along with the input and
passed to the neural network fθ̂ : <N+K → <, effectively sampling a fθ from the approximate posterior.

Figure 2: Cumulative regret for Index Sampling (K =
5, 10, 25) and Ensemble Sampling (M = 3, 5, 10)

We will consider a neural network fθ(x) =
WT

2 max(0,W1x) with D hidden neurons and θ =
(W1,W2) where W1 ∈ <N×D, W2 ∈ <D are weights
of first and second layer respectively. For index
sampling neural network is modified to fθ̂(x, z) =

ŴT
2 max(0, Ŵ11x + Ŵ12z) where Ŵ11 ∈ <N×D and

Ŵ12 ∈ <K×D are weights corresponding to first
layer and Ŵ2 are weights of the second layer.

Experimental results are shown in Figure 2. In this
experiment a neural network bandit with similar
architecture as [2] simulated with input dimension
N = 100, D = 50 hidden neurons, 100 actions are
chosen uniformly at random from a unit box with
last dimension set to 1, weights W ∼ N (0, σ2I)
with σ = 1 and σ2

w = 100. A learning rate of 0.01
and with a mini batch size of 64 samples are used
while training. The results are averaged over 5 re-
alizations.

We observe that even for K = 25, Index Sampling
performs close to ensemble sampling with M = 10
even though index sampling has eight times fewer
number of parameters. This resulted in a faster execution of index sampling saving both computation time
and space.
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Abstract

We present a Reinforcement Learning (RL) model for self-improving chatbots, specifically targeting FAQ-type chatbots.
The model is not aimed at building a dialog system from scratch, but to leverage data from user conversations to improve
chatbot performance. At the core of our approach is a score model, which is trained to score chatbot utterance-response
tuples based on user feedback. The scores predicted by this model are used as rewards for the RL agent. Policy learning
takes place offline, thanks to an user simulator which is fed with utterances from the FAQ-database. Policy learning is
implemented using a Deep Q-Network (DQN) agent with epsilon-greedy exploration, which is tailored to effectively
include fallback answers for out-of-scope questions.

The potential of our approach is shown on a small case extracted from an enterprise chatbot. It shows an increase in
performance from an initial 50% success rate to 75% in 20-30 training epochs.

Keywords: Reinforcement Learning, Chatbots, NLP
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Figure 1: Architecture of the RL model used in this work. The DQN agent is initially trained offline in a warm-up phase on the NLU.
The score model is also trained offline with the data from real user conversations. In the RL loop, the user state (user utterance) is
provided by the user simulator, the action (chatbot response) is provided by the DQN agent and the reward is provided by the score
model. Each tuple (st, at, rt) feeds the experience replay buffer, which is used to re-train the DQN after nepisodes episodes, which is a
tunable parameter.

1 Introduction

The majority of dialog agents in an enterprise setting are domain specific, consisting of a Natural Language Understand-
ing (NLU) unit trained to recognize the user’s goal in a supervised manner. However, collecting a good training set for a
production system is a time-consuming and cumbersome process. Chatbots covering a wide range of intents often face
poor performance due to intent overlap and confusion. Furthermore, it is difficult to autonomously retrain a chatbot tak-
ing into account the user feedback from live usage or testing phase. Self-improving chatbots are challenging to achieve,
primarily because of the difficulty in choosing and prioritizing metrics for chatbot performance evaluation. Ideally, one
wants a dialog agent to be capable to learn from the user’s experience and improve autonomously.

In this work, we present a reinforcement learning approach for self-improving chatbots, specifically targeting FAQ-type
chatbots. The core of such chatbots is an intent recognition NLU, which is trained with hard-coded examples of question
variations. When no intent is matched with a confidence level above 30%, the chatbot returns a fallback answer. For all
others, the NLU engine returns the corresponding confidence level along with the response.

Several research papers [2, 3, 7, 8] have shown the effectiveness of a RL approach in developing dialog systems. Critical
to this approach is the choice of a good reward model. A typical reward model is the implementation of a penalty term
for each dialog turn. However, such rewards only apply to task completion chatbots where the purpose of the agent is
to satisfy user’s request in the shortest time, but it is not suitable for FAQ-type chatbots where the chatbot is expected to
provide a good answer in one turn. The user’s feedback can also be used as a reward model in an online reinforcement
learning. However, applying RL on live conversations can be challenging and it may incur a significant cost in case of
RL failure. A better approach for deployed systems is to perform the RL training offline and then update the NLU policy
once satisfactory levels of performance have been reached.

2 Reinforcement Learning Model

The RL model architecture is illustrated in Figure 1. The various components of the model are: the NLU unit, which is
used to initially train the RL agent in a warm-up phase; the user simulator, which randomly extracts the user utterances
from the database of user experiences; the score model trained on the user’s conversation with feedback and the RL
agent based on a Deep Q-Network (DQN) network.

1
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2.1 Dialog System

We apply the reinforcement learning approach on a FAQ-type chatbot. At the core of the chatbot, there is an intent1

recognition NLU, which is trained with hard-coded examples of question variations. For this work, we have chosen the
open-source NLU from Rasa2, using the TensorFlow pipeline. However the RL approach is independent from the NLU
chosen and for systems in production it can easily be extended to NLU engines such as IBM Watson or Amazon LEX.

2.2 Real User Conversations

We used user feedback obtained during the development an actual internal chatbot for our work. The scope of the
chatbot was to answer employee queries related to office building facilities, HR policies and benefits, etc. All the 10 users
participating in the test phase were informed that their feedback would be used to improve the chatbot performance. The
testers provided a (binary) feedback after each conversation turn, thus rating the utterance-response tuples. The historical
data thus contains quadruples of the following format: (utterance, response, NLU confidence level and feedback). By
removing non valid conversations (i.e. those lacking or with invalid feedback) we end up with 550 user conversations,
triggering about 120 intents. Although we have tested the score model on all the conversations, the RL model has been
applied only on a subsample of 155 conversations, triggering the top 5 intents. On this subset, the user’s satisfaction is
50%.

Table 1: Example of conversation from the database, as well as the score provided by the model and by the user

Utterance Response Model
score

User
feedback

What is Interact? I can help you mainly with GS service-related ques-
tions on topics like transportation (your mobility
plan/benefit car), business travel, hospitality and
events, gym, mailroom etc.

0.30 0

where can I find my salary payment I was getting bored, but now you are here. 0.26 0
Have a nice day Bye bye! Thanks for the chat! 0.81 1

2.3 Reward Function: the Score Model

Evaluating chatbot performance is a long-standing issue in computational linguistic. Automatic metrics borrowed from
machine translations (e.g. [6]) do not perform well on short sentences (e.g. [4]), such as the chatbot utterance-response
tuples. On the other hand, human rating of chatbots is by now the de-facto standard to evaluate the success of a chatbot,
although those ratings are often difficult and expensive to gather.

To evaluate the correctness of chatbot responses, we propose a new approach which makes use of the user conversation
logs, gathered during the development and testing phases of the chatbot. Each user had been asked to provide a binary
feedback (positive/negative) at each chatbot turn. In order to use the user feedback in an offline reinforcement learning,
we have developed a score model, capable of modeling the binary feedback for unseen utterance-response tuples. In
a supervised fashion, the score model learns how to project the vector representations of utterance and response in a
linearly transformed space, such that similar vector representations give high score. As for the vector representation of
sentences, we compute sentence embedding through the universal sentence encoder [1], available through TensorFlow
Hub 3. To train the model, the optimization is done on a squared error (between model prediction and human feedback)
loss with L2 regulation. To evaluate the model, the predicted scores are then converted into a binary outcome and
compared with the targets (the user feedbacks). For those couples of utterances having a recognized intent with both
a positive feedback and a NLU confidence level close to 1, we perform data augmentation, assigning low scores to the
combination of utterance and fallback intent.

A similar approach for chatbot evaluation has been suggested by [4]. The authors model the scores by using a labelled
set of conversations, that also include model and human-generated responses, collected through crowdsourcing. Our
approach differs from the above authors in that it just requires a labelled set of utterance-response tuples, which are
relatively straightforward to gather during the chatbot development and user testing phases.

1An intent is defined as the user’s intention, which is formulated through the utterance
2https://rasa.com/
3https://www.tensorflow.org/hub

2
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Figure 2: Performances of the score model. Left-hand panel: cross-validated test set accuracy with 95% confidence interval for
different sub-samples having different number of intents. The horizontal red line indicates the performances for the entire sample.
Right-hand panel: ROC curves for the different subsamples.

2.4 Policy Learning with DQN
To learn the policy, the RL agent uses a Q-learning algorithm with DQN architecture [5]. In DQN, a neural network
is trained to approximate the state-action function Q(st|at, θ), which represents the quality of an action at provided a
state st, and θ are the trainable parameters. As for the DQN network, we have followed the approach proposed by [3],
using a fully-connected network, fed by an experience replay pool buffer, that contains the one-hot representation of
utterance and response and the corresponding reward. An one-hot representation is possible in this case as we have a
finite possible values for utterances (given by the number of real users’s question in the logs) and responses (equal to
the number of intents used on out test-case, 5). In a warm-up phase, the DQN is trained on the NLU, using as a reward
the NLU confidence level. The DQN training set is augmented whenever a state-action pair has a confidence above a
threshold, by assigning zero weight to the given state and all the other available actions. Thus, at the starting of the RL
training, the agent performs similar to the NLU unit.

During RL training, we use an ε-greedy exploration, where random actions are explored according to a probability ε. We
use a time-varying ε which facilitates the exploration at the beginning of the training with εt0 = 0.2 and εt = 0.05 during
the last epoch. To speed-up the learning when picking random actions, we also force higher probability to get a ”No
intent detected”, as several questions are actually out of the chatbot scope, but they are erroneously matched to a wrong
intent by the NLU. During an epoch we simulate a batch of conversations of size nepisodes (ranging from 10 to 30 in our
experiments) and fill an experience replay buffer with the tuple (st, at, rt). The buffer has fixed size and it is flushed the
first time when the agent performance increases above a specified threshold. In those episodes where the state-action
tuple gets a reward greater than 50%, we perform data augmentation by assigning zero reward to the assignment of any
other action to the current state.

3 Model Evaluation

3.1 Score Model Evaluation
To evaluate the model, we select subsets of conversations, triggering the top N intents, with N between 5 and 50. The
results of the score model are summarized in Figure 2, showing the cross-validated (5-fold CV) accuracy on the test set
and the ROC curve as a function of the number of intents. For the whole sample of conversations, we obtain a cross-
validated accuracy of 75% and an AUC of 0.84. However, by selecting only those conversations triggering the top 5
intents, thus including more examples per intent, we obtain an accuracy of 86% and an AUC of 0.94. For the RL model
evaluation, we have focussed on the 5 intents subsets; which ensures that we have the most reliable rewards.

3.2 Reinforcement Learning Model Evaluation
The learning curve for the RL training is shown in Figure 3. In the left-hand panel, we compare the RL training with the
reward model with a test done with a direct reward (in interactive way), showing that the score model is giving similar
performances to the reference case, where the reward is known. Large fluctuations in the average score are due to a
limited batch size (nepisodes = 10) and a relatively large ε. We also show the success rate on a test set of 20 conversations,
extracted from the full sample, where a ”golden response” is manually provided for all the utterances. The agent success
rate increases from an initial∼ 50% to 75% in only∼30 epochs, showing the potential of this approach. In the right-hand
panel, we show the results using nepisodes = 30, showing similar performances but with a smoother learning curve.

3
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Figure 3: Learning curves showing the DQN agent’s average score (continuous black line) per training epoch and success rate (purple
shaded area) based on a labelled test set of 20 conversations. Left-hand panel: learning curves for direct RL with interactive reward
(black line) and the reward model (blue dotted line), using 10 episodes per epoch. Right-hand panel: learning curves for the model
reward, using 30 episodes per epoch.

4 Conclusions
In this work, we have shown the potential of a reinforcement learning approach in improving the performance of FAQ-
type chatbots, based on the feedback from a user testing phase. To achieve this, we have developed a score model, which
is able to predict the user’s satisfaction on utterance-response tuples, and implemented a DQN reinforcement model,
using the score model predictions as rewards. We have evaluated the model on a small, but real, test case, demonstrating
promising results. Further training on more epochs and including more data, as well as extensive tests on the model
hyper-parameters are in progress. The value of our approach is in providing a practical tool to improve large-scale
chatbots (with a large set of diverse intents), in an automated fashion based on user feedback.

Finally, we notice that although the reinforcement learning model presented in this work is suitable for FAQ-type chat-
bots, it can be generalised to include the sequential nature of conversation by incorporating a more complex score model.
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Abstract 
Humans are experts in cooperation. To effectively engage with others they have to apply Theory of Mind 
(ToM), that is they have to model others beliefs, desires, and intentions and predict their behavior from these 
mental states. Here, we investigate ToM processes during real-time reciprocal coordination between two 
players engaging in a cooperative decision game. The game consists of a noisy and unstable environment. To 
succeed participants have to model the state of the world and their partner’s belief about it and integrate both 
pieces of information into a coherent decision. Thereby the game combines social and non-social learning into 
a single decision problem. To quantify the learning processes underlying participants’ actions, we modeled 
the behavior with Interactive Partially Observable Markov Decisions Processes (I-POMDP). The I-POMDP 
framework extends single agent action planning under uncertainty to the multi-agent domain by including 
intentional models of other agents. Using this framework we successfully predicted interactive behavior. 
Furthermore, we extracted participants’ beliefs about the environment and their beliefs about the mental 
states of their partners, giving us direct access to the cognitive operations underling cooperative behavior. By 
relating players’ own beliefs with their partners’ model of themselves we show that dyads whose beliefs are 
more aligned coordinate more successfully. This provides strong evidence that behavioral coordination relies 
on mental alignment.    
 
Keywords:  Theory of Mind, mentalizing, state uncertainty, cooperation, modeling  
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Extended Abstract 

Cooperation is the capacity to act in accordance with the perceptions, goals, and beliefs of others to facilitate 
the own and other’s gain equitably. Humans are distinctly skilled at this capacity. Examples encompass a 
teacher passing on knowledge to a student, or engineers working together to develop self-driving cars or new 
means of producing renewable energy. Cognitively, cooperation without prior coordination often requires 
Theory of Mind (ToM), i.e. the capacity to estimate and represent others’ mental states and predict rational 
behavior based on these mental states. To successfully cooperate, humans have to combine the predictions of 
their partners’ behavior with their knowledge of the world and act according to the combined requirements 
of the interactive situation. Here we set out to investigate the cognitive processes allowing humans to 
cooperate in a formalized and quantifiable way. We aim at capturing the models that humans build of others’ 
mental states and the world and how they integrate these pieces of information to produce coordinated 
actions.  
To examine the processes underlying cooperative behavior in a truly interactive setting we developed a novel 
decision-making task that requires participants to make cooperative choices on probabilistic and occasionally 
changing options. The reward structure of the task facilitates cooperation by incentivizing identical joint 
actions by both partners. This is complicated by the facts that participants receive only noisy observations of 
the underlying reward structure and that the players’ reward contingencies can reverse unpredictably. 
Additionally, one player has more knowledge about the reward contingencies than the other player. The 
asymmetry of knowledge between two agents resembles the situation in the classic false-belief-task (Wimmer 
& Perner, 1983), in which the (all-knowing) participant has to realize that the girl in the story has a false belief 
about the environment and therefore makes an incorrect choice. In our setup, the less informed player has a 
false belief and the informed player a correct belief about the world. This divergent knowledge prompts 
participants to observe and learn about the reward contingencies, but also to model and track the partner’s 
belief about the world (as well as their partner’s belief about themselves) because the reward is maximal, 
when both players coordinate their actions. Therefore, they need to bring their world knowledge and their 
model of the partner’s mental state together into a single valuation process.  
To gain access to the private cognitive operations that allow humans to coordinate in a complex setting, we 
model the behavioral data in the context of the I-POMDP framework (Gmytrasiewicz & Doshi, 2005). I-
PODMPs extend single-agent action planning in an uncertain environment to the interactive domain by 
including intentional models of other agents that themselves engage in action planning. These models of 
others may themselves include models of the original agent allowing the capture of recursive reasoning 
processes humans can engage in during strategic interaction.  

Task Details 

The task used here extends the 
concept of the classic false belief task 
to the interactive domain. We 
therefore refer to it as the “Interactive 
False Belief Task” (IFBT). In the IFBT 
two players choose between two 
options ("left" or "right") for 
probabilistic rewards. One option has 
a high probability for a high reward 
(10), the other a high probability for a 
low reward (5). Using trial and error 
the participants have to figure 
whether the high reward is on the left or on the right. When both partners obtain the same individual 
outcome, they are rewarded by a ten-fold increase of their individual outcomes. If individual outcomes differ, 
they receive the nominal individual outcomes. Their own reward distribution and the partner’s action are 
unknown to the players, but have to be inferred form the received outcome. The partner’s reward distribution 
is openly presented to the players at the beginning of each trial. Prior to their own choice, participants have 
to predict the partner’s action. In the displayed reward matrices, the initial setting is shown on the left. Both 
players need to choose option “A” to receive the individual high outcome. Thereby, the probability of 
receiving the maximum reward of 100/100 is highest. However, due to the probabilistic choice-outcome 
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relation, all other outcomes are also possible. After a few trials, one player’s (here: Player y’s) reward 
contingencies are reversed, i.e. this player's high option moves from left to right or vice versa, while the 
partner's reward contingencies remain the same. This player remains uninformed about the change and is 
therefore referred to as the “Learner”. As Learners are ignorant to reversals, they hold a false belief about the 
reward structure of the task. The partner is informed about the contingency reversal, hence we call this player 
“Teacher”. For the rest of this abstract, for ease of reference we will refer to the Teacher as “she” and the 
Learner as “he”. This is unrelated to the participants' gender, as we tested an equal number of male and female 
participants and all participants played both roles (total N = 50, 25 female). Taking the Learner’s false belief 
into account the Teacher has to choose the less valuable option “B” at the reversal. The most likely ensuing 
reward of 50/50 signals the Learner that his reward contingencies have reversed. After a period of stable 
coordination, reversals repeat. Throughout the game reversals are unpredictable and players are randomly 
assorted to the roles of Teacher and Learner. Thereby, participants have to stay attentive at all times.  

Model-free analysis 

The Learner’s main task in the IFBT is to detect 
and react to changes in the reward-
contingencies. The Teacher is fully informed 
about the change. Her goal is to 
“communicate” these reversals through her 
choices. She has to react to the Learner’s 
decisions at the reversal and to his choice 
adaptation after the reversal. 
Players’ predictions about the partner’s choices 
are shown in the (A), players’ own choices in 
(B). The respective response times (RTs) are 
shown in (B) and (C). Model free analyses 
show, that the Learner detects reversals and 
gradually shifts his choices after a reversal. 
During the reversal, the Teacher correctly 
predict that the Learner stays with his previous 
choice but switches her own choice to “B”. 
Even though the Teacher's prediction is 
identical to his pre-reversal prediction, her RTs 
are 6-fold increased (purple RTs curve in (C)) at reversal. In post reversal trials, the Teacher accurately predicts 
the partner’s choice curve (purple prediction curve in (A) and green choice curve in (B)) and matches the 
Learner’s choice switching by returning to her pre-reversal choice at the same rate (purple choice curve in 
(B)). During this period, the Teacher's prediction RTs 
remain elevated. These results strongly suggest, that 
participants actively engage in mentalizing to solve 
the task. Further, the response times show that 
mentalizing is a computationally demanding 
cognitive process.  
The beneficial effect of mentalizing is shown in a 
strong correlation between players’ accuracy in 
predicting their partner’s choice and their average 
obtained return. This entails that successful 
mentalizing facilitates cooperative behavior.  

Computational Modeling with the I-POMDP 

In the IFBT outcomes are probabilistically associated with the participants’ choice options. The goal of the 
task is to maximize the joint outcome, which by design of the payoff matrix is identical to maximizing the 
individual reward. To achieve this goal the participants have to generate beliefs about which option is 
currently the best. Using their actions and the observations of the resulting joint outcome they can update this 
belief distribution. After a reversal, the Learner does not know that his state has changed. His belief is 
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therefore false. The Teacher is aware of the state change. Further, she is informed that the Learner does not 
know about the reversal. Thereby, she can infer the Learner’s false belief, correctly predict the Learner’s 
(wrong) action, and accommodate for it by switching her own choice.  Previous studies examining ToM in 
interactive tasks did not include state uncertainty (Devaine, Hollard, & Daunizeau, 2014; Hill et al., 2017; 
Yoshida, Dolan, & Friston, 2008). In these studies, representing another persons’ beliefs is unnecessary, as in 
a fully and perfectly observable world, others’ beliefs about the states should be identical to one’s own belief. 
In this study, however, participants interacted in a highly uncertain environment. Therefore, we need to 
address the attribution of beliefs to others, a core component of ToM.  
Single agent action planning under uncertainty is 
well captured by partially observable Markov 
Decision Processes (POMDPs) (Kaelbling, Littman, & 
Cassandra, 1998). The innovative element of 
POMDPs is that the agent maintains a belief about 
which states he could be in. Beliefs are represented 
by probability distributions over all possible states. 
At each time step the agent’s belief is updated with a 
Bayesian learning rule. In the context of the IFBT, 
states are specified by the location of the high reward 
option (possible states are “High Left (HL)” and 
“High Right (HR)”). Here, we extend the problem to the multi-agent domain. To capture humans mentalizing 
during interaction in an uncertain environment, we apply Interactive POMDPs (I-POMDPs) (Gmytrasiewicz 
& Doshi, 2005), graphically illustrated on the right. In contrast to single agent POMDPs, I-POMDPs contain 
an agent’s belief about the states of the world and a belief about the mental states of the other agent, which is 
the other agent's belief about the states of the world. For the IFBT this means that agents form a belief about 
the location of their own and their partner's high option, and about the partner's belief about the distribution 
of rewards. As in the single agent model, beliefs are updated at each time step. In the multi-agent framework, 
the belief about the other’s mental state is updated by simulating the partner’s learning process. These core 
features of the framework make it an ideal candidate for modeling participants’ behavior in the IFBT and 
access the underlying critical belief computations.  
We fitted parametrized I-POMDP models to behavioral 
data from the IFBT and found that I-POMDPs predict the 
Teacher’s and the Learner’s actions with high accuracy. 
The Teacher’s and Learner’s beliefs about the Learner’s 
reward contingencies (HL/HR) as computed by fitted I-
POMDPs are shown on the right. The Teacher’s own 
belief about the Learner's reward contingencies is 
represented by the solid purple line.  The Teacher is fully 
informed and therefore knows, that the Learner’s reward 
contingencies are reversed at trial 0. This is reflected in 
the sudden drop in the curve illustrating the Teacher’s 
belief about the Learner’s high option. The Learner’s own 
belief about his rewards is shown in the solid green line 
(partially hidden beneath the dotted purple line). Before 
a reversal, he correctly represents the state of the task. At 
the reversal, his belief becomes false, but he is not aware 
of it yet. The shift in the Learner’s belief only starts in the 
post-reversal period reflecting gradual adaptation to the 
change in reward contingencies. The Teacher’s belief 
about the Learner’s belief is illustrated by the dotted 
purple line. It matches the Learner’s own beliefs almost 
perfectly. This shows that Teachers accurately represent 
their partner’s mental state.  
In a subsequent step we examine the consequences of these beliefs on the coordination of behavior. In the 
IFBT, successful cooperation is achieved by a matching of choices between the two players of a dyad. We find 
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that in dyads, in which the Teacher’s representation of the Learner’s 
belief is more similar to the Learner’s own belief (i.e., the belief 
difference is small), choice matching is more pronounced as 
illustrated in the significant negative correlation on the right. These 
results suggest that successful cooperation is enhanced by a 
coordination of mental states.  

Conclusion 

Successful cooperation often requires the coordination of joint 
actions. Here we provide behavioral and computational evidence 
that humans represent their partners as rational intentional agents 
and model their mental states. Using the I-POMDP framework we 
can formalize and quantitatively estimate these Theory of Mind 
processes. Our modeling findings suggests that humans incorporated mental models of their partners into 
their own model of the world and use it to guide coherent decision making leading to successful cooperation 
through mental coordination.  
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Abstract

A critical flaw of existing imitation learning and inverse reinforcement learning methods is their inability, often by design,
to significantly outperform the demonstrator. This is a consequence of the general reliance of these algorithms upon some
form of mimicry, such as feature-count matching or behavioral cloning, rather than inferring the underlying intentions of
the demonstrator that may have been poorly executed in practice. In this paper, we introduce a novel reward-learning-
from-observation algorithm, Trajectory-ranked Reward EXtrapolation (T-REX), that extrapolates beyond a set of ranked
suboptimal demonstrations in order to infer a high-quality reward function. We leverage the pairwise preferences in-
duced from the ranked demonstrations to perform reward learning without requiring an MDP solver. By learning a
state-based reward function that assigns greater return to higher-ranked trajectories than lower-ranked trajectories, we
transform a typically expensive, and often intractable, inverse reinforcement learning problem into one of standard bi-
nary classification. Moreover, by learning a reward function that is solely a function of state, we are able to learn from
observations alone, eliminating the need for action labels. We combine our learned reward function with deep reinforce-
ment learning and show that our approach results in performance that is better than the best-performing demonstration
on multiple Atari and MuJoCo benchmark tasks. In comparison, state-of-the-art imitation learning algorithms fails to
exceed the average performance of the demonstrator.
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1 Introduction

When goals or rewards are difficult for a human to specify, inverse reinforcement learning (IRL) [1] techniques can be
applied to infer the goals of a user from demonstrations. Unfortunately, high-quality demonstrations are often difficult
to provide for many tasks—for instance, consider a non-expert user attempting to give kinesthetic demonstrations of a
household chore to a robot. Even for human experts, tasks such as high-frequency stock trading, complex video games,
or sports involving fine motor skills can be virtually impossible to perform optimally.

If a demonstrator is suboptimal, but his intentions can be ascertained, then in principle, a learning agent ought to be
able to exceed the demonstrator’s performance. However, current IRL algorithms fail to do this, typically searching for
a reward function that makes the demonstrations appear near-optimal [1]. When demonstrations are suboptimal, these
methods are, by design, unable to learn a policy that is significantly better than the demonstrator. Imitation learning
approaches that mimic behavior directly, such as behavioral cloning [8], also suffer from this limitation.

To overcome this critical flaw in current imitation learning methods, we propose a novel IRL algorithm, Trajectory-ranked
Reward EXtrapolation (T-REX) that utilizes a ranking amongst the demonstrations to extrapolate a user’s underlying in-
tent beyond the best demonstration. This, in turn, enables a reinforcement learning agent to exceed the performance
of the demonstrator by learning to optimize this extrapolated reward function. Specifically, we use ranked demonstra-
tions to learn a state-based reward function that assigns greater total return to higher-ranked trajectories. Learning a
reward function from ranked demonstrations in this way has three key advantages: (1) rather than imitating suboptimal
demonstrations, it allows us to identify whether features are positively or negatively correlated with the ground-truth
reward, allowing for better-than-expert performance; (2) by leveraging the pairwise preferences contained in the ranked
demonstrations, reward learning becomes a standard binary classification problem, without the need to repeatedly solve,
or partially solve, an MDP; and (3) by learning a reward function that is solely a function of state, we are able to learn a
reward function from observations without requiring access to the demonstrator’s actions.

Our work builds on recent work on reward learning through active queries [3] and is similar to recent work which
combines an initial set of good demonstrations together with active preference queries to learn a reward function [6].
However, we explore the problem of extrapolating from ranked suboptimal demonstrations, rather than learning a re-
ward from active queries during policy training.

We evaluate T-REX on a variety of standard Atari and MuJoCo benchmark tasks. Our experiments show that T-REX
is capable of good extrapolation, often outperforming the best demonstration, as well as significantly outperforming
state-of-the-art imitation learning and IRL algorithms that learn from observations.

2 Problem Definition

We model the environment as a Markov decision process (MDP) consisting of a set of states S, actions A, transition
probabilities T , reward function r, and discount factor γ. A policy is a mapping from states to probabilities over actions,
π(a|s) ∈ [0, 1]. The discounted expected return of a policy is given by J(π) = E[

∑∞
t=0 γ

tRt|π]. We are concerned with
the problem of inverse reinforcement learning from observation, where we do not have access to the reward function
of the MDP. Instead, an agent is given a set of demonstrations D consisting of trajectories (sequences of states) from
which it seeks to recover the reward function that the demonstrator is attempting to optimize. Given a sequence of m
ranked trajectories τt for t = 1, . . . ,m, where τi ≺ τj if i < j, we wish to find a parameterized reward function, r̂θ, that
approximates the true reward function r. Given r̂θ, we then seek to optimize a policy π̂ that can outperform the best
demonstration via reinforcement learning on r̂θ.

3 Methodology

We now describe Trajectory-ranked Reward EXtrapolation (T-REX)1, an algorithm for using ranked suboptimal demon-
strations to extrapolate a user’s underlying intent beyond the demonstrations (see [2] for the full version of this paper).
Given a sequence of m demonstrations ranked from worst to best, τ1, . . . , τm, T-REX has two steps: (1) reward inference
and (2) policy optimization.

Given the ranked demonstrations, T-REX performs reward inference by approximating the reward at state s using a
neural network, r̂θ(s), such that

∑
s∈τi r̂θ(s) <

∑
s∈τj r̂θ(s) when τi ≺ τj . The parameterized reward function r̂θ can be

trained with ranked demonstrations using the generalized loss function:

L(θ) = Eτi,τj∼Π

[
ξ
(

P
(
Ĵθ(τi) < Ĵθ(τj)

)
, τi ≺ τj

)]
, (1)

1Code available at https://github.com/hiwonjoon/ICML2019-TREX
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where Π is a distribution over demonstrations, ξ is a binary classification loss function, Ĵ is the cumulative return from
the parameterized reward function r̂θ, and ≺ is an indication of the preference between the demonstration trajectories.

We specifically represent the probability P as a softmax-distribution and we represent ξ using a cross entropy loss:

P
(
Ĵθ(τi) < Ĵθ(τj)

)
≈

exp
∑

s∈τj
r̂θ(s)

exp
∑

s∈τi
r̂θ(s) + exp

∑

s∈τj
r̂θ(s)

, L(θ) ≈ −
∑

τi≺τj
log

exp
∑

s∈τj
r̂θ(s)

exp
∑

s∈τi
r̂θ(s) + exp

∑

s∈τj
r̂θ(s)

. (2)

This loss function trains a classifier that can predict whether one trajectory is preferable to another based on the predicted
returns of each trajectory, and has been used previously for reward inference in active learning settings [3, 6].

To increase the number of training examples, T-REX trains on partial trajectory pairs rather than full trajectory pairs. This
results in noisy preference labels that are only weakly supervised; however, using data augmentation to obtain pairwise
preferences over many partial trajectories allows T-REX to learn expressive neural network reward functions from only
a small number of ranked demonstrations. Given the learned reward function r̂θ(s), T-REX then seeks to optimizes a
policy π̂ with better-than-demonstrator performance through reinforcement learning.

4 Experiments and Results

We evaluated T-REX on three simulated robotic locomotion tasks and eight Atari games. We used the OpenAI Gym im-
plementations for all tasks. For policy optimization we used the Proximal Policy Optimization (PPO) [7] implementation
from OpenAI Baselines [4].

4.1 MuJoCo

We first examined the performance of T-REX on the HalfCheetah, Hopper, and Ant locomotion tasks. In all three tasks,
the goal of the agent is to move forward as fast as possible without falling to the ground. To generate demonstrations, we
trained a PPO agent for 500 training steps (64,000 simulation steps) and saved its policy after every 5 training steps. This
provides us with different policies of varying quality. For each checkpoint we generated a trajectory of length 1,000. We
then ranked the trajectories based on the ground truth returns. We divided the trajectories into three stages, consisting
of overlapping training sets. We used 3 stages for HalfCheetah (the first 9, 12, and 24 trajectories) and Hopper (the first
9, 12, and 18 trajectories). For Ant we used two stages with the first 12 and 40 trajectories, respectively. We trained
the reward network using 5,000 random pairs of partial trajectories of length 50, with preference labels based on the
trajectory rankings, not the ground-truth return of the partial trajectories. We represented the reward function using
an ensemble of five deep neural networks, trained separately with different random pairs. Each network has 3 fully
connected layers of 256 units with ReLU nonlinearities. It was trained using the Adam optimizer with a learning rate of
1e-4 and a minibatch size of 64 for 10,000 time steps.

To evaluate the quality of our learned reward, we then trained a policy to maximize the inferred reward function via
PPO. The agent receives the average of the ensemble as the reward, plus the control penalty used in OpenAI Gym. This
control penalty represents a standard safety prior over reward functions for robotics tasks, namely to minimize joint
torques. We found that optimizing a policy based solely on this control penalty does not lead to forward locomotion,
thus learning a reward function from demonstrations is still necessary.

Learned Policy Performance We measured the performance of the policy learned by T-REX under the ground-truth
reward function. We compared against Behavior Cloning from Observations (BCO) [8], a state-of-the-art learning from
observation method, and Generative Adversarial Imitation Learning (GAIL) [5], a state-of-the-art IRL method. GAIL
requires action labels, whereas T-REX and BCO learn from state observations only. We compared against three different
levels of suboptimality (Stage 1, 2, and 3), corresponding to increasingly better demonstrations. The results are shown
in Table 1. The policies learned by T-REX perform significantly better than the provided suboptimal trajectories in all
the stages of HalfCheetah and Hopper. This provides evidence that T-REX can discover reward functions that extrap-
olate beyond the performance of the demonstrator, while behavioral cloning fails to perform better than the average
demonstration performance in all tasks.

Reward Extrapolation We next investigated the ability of T-REX to accurately extrapolate beyond the demonstrator.
To do so, we compared ground-truth return and T-REX-inferred return across trajectories from a range of performance
qualities, including trajectories much better than the best demonstration given to T-REX. The extrapolation of the reward
function learned by T-REX is shown in Figure 1. The plots in Figure 1 give insight into the performance of T-REX. When
T-REX learns a reward function that has a strong positive correlation between the ground-truth reward function and the
inferred reward function, then it is able to surpass the performance of the suboptimal demonstrations. However, in Ant
the correlation is not as strong, resulting in worse-than-demonstrator performance in Stage 2.
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Table 1: The results on three robotic locomotion tasks when given suboptimal demonstrations. For each stage and task,
the best performance given suboptimal demonstrations is shown on the top row, and the best achievable performance
using RL on the ground-truth reward is shown on the bottom row. The mean and standard deviation are based on 25
trials (obtained by running PPO five times and for each run of PPO performing five policy rollouts).

HalfCheetah Hopper Ant
Stage 1 Stage 2 Stage 3 Stage 1 Stage 2 Stage 3 Stage 1 Stage 2

Best Demo
Performance

12.52
(1.04)

44.98
(0.60)

89.87
(8.15)

3.70
(0.01)

5.40
(0.12)

7.95
(1.64)

1.56
(1.28)

54.64
(22.09)

T-REX 46.90
(1.89)

61.56
(10.96)

143.40
(3.84)

15.13
(3.21)

10.10
(1.68)

15.80
(0.37)

4.93
(2.86)

7.34
(2.50)

BCO 7.71
(8.35)

23.59
(8.33)

57.13
(19.14)

3.52
(0.14)

4.41
(1.45)

4.58
(1.07)

1.06
(1.79)

26.56
(12.96)

GAIL 7.39
(4.12)

8.42
(3.43)

26.28
(12.73)

8.09
(3.25)

10.99
(2.35)

12.63
(3.66)

0.95
(2.06)

5.84
(4.08)

Best w/
GT Reward

199.11
(9.08)

15.94
(1.47)

182.23
(8.98)

(a) HalfCheetah (b) Hopper (c) Ant

Figure 1: Extrapolation plots for T-REX for MuJoCo Stage 1 demonstrations. Red points correspond to demonstrations
and blue points correspond to trajectories generated from PPO checkpoints not given as demonstrations. All predicted
returns are normalized to have the same scale as the ground-truth returns.

4.2 Atari

In the next set of experiments, we evaluated T-REX on eight Atari games. For each game we generated 12 full-episode
trajectories using PPO policies checkpointed every 50 training updates for all games except for Seaquest where we used
every 5th training update due to the faster learning in this game. We used an architecture for reward learning similar to
the one proposed by Ibarz et al. (2018), with four convolutional layers with sizes 7x7, 5x5, 3x3, and 3x3, with strides 3, 2,
1, and 1. Each convolutional layer used 16 filters and LeakyReLU non-linearities. We then used a fully connected layer
with 64 hidden units and a single scalar output. We fed in stacks of 4 frames with values normalized between 0 and 1.
We additionally mask the Atari game score and number of lives. We optimized the reward function using Adam with a
learning rate of 5e-5. For all games except for Enduro we train the reward network using partial trajectories between 50
and 100 observations long. For Enduro, we used randomly subsampled full trajectories, which resulted in much better
performance. Given the learned reward function, we optimized a policy by training a PPO agent on the learned reward
function for 50 million frames. We normalized the learned reward function by feeding the output of r̂θ(s) through a
sigmoid function before passing it to the PPO algorithm. We ran experiments on the eight different Atari games shown
in Table 2.

Learned Policy Performance The average performance of T-REX under the ground-truth reward function and the best
and average performance of the demonstrator are shown in Table 2. We also compare against Behavioral Cloning from
Observation (BCO) [8] and Generative Adversarial Imitation Learning (GAIL) [5]. Table 2 shows that T-REX outperforms
BCO and GAIL in 7 out of 8 games. More importantly, T-REX outperforms the best demonstration in 7 out of 8 games.

Reward Extrapolation We also examined the extrapolation of the reward function learned using T-REX on several
games. Results are shown in Figure 2. T-REX achieves accurate extrapolation between normalized predicted and ground-
truth returns for Beam Rider, Enduro, and Seaquest—three games where we are able to outperform the best demonstra-
tion. The extrapolation plot for Hero has less correlation between ground-truth and predicted rewards which is likely
the cause of the poor performance of T-REX on this game.
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Table 2: Comparison of T-REX with a state-of-the-art behavioral cloning algorithm (BCO) [8] and state-of-the-art IRL
algorithm (GAIL) [5]. Performance is evaluated on the ground-truth reward. T-REX achieves better-than-demonstrator
performance on 7 out of 8 games and surpasses the BCO and GAIL baselines on 7 out of 8 games. Results are the best
average performance over 3 random seeds with 30 trials per seed.

Ranked Demonstrations LfD Algorithm Performance

Game Best Average T-REX BCO GAIL

Beam Rider 1,332 686.0 3,335.7 568 355.5
Breakout 32 14.5 221.3 13 0.28
Enduro 84 39.8 586.8 8 0.28

Hero 13,235 6,742.0 0 2,167 0
Pong -6 -15.6 -2.0 -21 -21

Q*bert 800 627 32,345.8 150 0
Seaquest 600 373.3 747.3 0 0

Space Invaders 600 332.9 1,032.5 88 370.2

(a) Beam Rider (b) Enduro (c) Hero (d) Seaquest

Figure 2: Ground-truth returns over demonstrations compared with the predicted returns using T-REX (normalized to be
in the same range as the ground-truth returns). Red points represent suboptimal demonstration trajectories used to train
the reward function. Blue data points represent trajectories not given as demonstrations. The solid line represents the
performance range of the demonstrator. Games with more accurate extrapolation have better performance (see Table 2).

5 Conclusion and Future Work

In this paper, we introduced T-REX, a reward learning technique for high-dimensional tasks that can learn to extrapolate
intent from suboptimal ranked demonstrations. To the best of our knowledge, this is the first IRL algorithm that is able
to significantly outperform the demonstrator and that scales to high-dimensional Atari games. In the future, we plan
to study the robustness of T-REX when given noisy rankings over demonstrations and to apply T-REX to actual human
demonstrations.
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Abstract

Reinforcement Learning (RL) agents typically have to process massive amounts of sensory data in order to execute a
specific task. However, a large portion of the sensory input may not be directly related to the task at hand. Here, inspired
by the human brain’s attention system, we develop a novel augmented attention mechanism for RL agents, which enables
them to adaptively select the most relevant information from the input. In order to evaluate the proposed algorithms, we
use an attention-demanding grid-world environment and compare our model’s performance against two other attentive
agents and one naive agent. We demonstrate that our proposed augmented attention model outperforms other agents
both in terms of scalability and ability to perform transfer learning.

Keywords: Attention, Reinforcement Learning, Neuroscience

Acknowledgements

Of the many who assisted in this work, we are especially thankful to Sasha Vezhnevets and Daniel Toyama.

Paper # 225 386



1 Introduction

RL agents typically receive massive amounts of data from the environment. Processing these data can be expensive, both
computationally and in terms of memory, yet the amount of relevant information about the task at hand may be small.
Attention mechanisms have been developed to help RL agents adaptively select the most relevant information from the
input and discard non-relevant data, without jeopardizing task performance [1, 7, 9]. However, it is often challenging to
decide what makes a piece of information relevant to the task.

The majority of previous work on attention models has focused on supervised learning settings, where the relevance
of information can be grounded in the model accuracy, measured using output labels. However, in RL settings, a piece
of information which is not relevant at the current time step may be relevant later as the agent progresses through its
trajectory as well as through the learning process. Therefore, a fixed strategy for attention might not be applicable.
Furthermore, RL agents often deal with complex tasks, each including multiple sub-tasks. In such settings, there is a
need for an adaptive attention mechanisms that are sensitive to the requirements of the task.

Recent works in RL have addressed the requirements of an adaptive attention in RL domain by designing an end-to-
end model, where the attention is fully learned by the agent in parallel to the task[6, 5]. These approaches have shown
great success in boosting the model performance, yet they require processing the entire environment before learning the
attention mechanism. Despite their performance boost, their scalability to large environments and their generalizability
to different settings is not clear. Here, we take inspiration from the human brain attention system and develop an
augmented attention mechanism which both boosts performance and reduces computational cost.

2 Background and Motivation

The human brain attention system is complex and notoriously hard to characterize. Yet, one of the most influential
models of attention describes it as a dual-network approach with two neural mechanisms [3]: (i) A top-down mechanism
for orienting attention in a goal-driven or task-oriented fashion, and (ii) a bottom-up mechanism for directing attention
in a stimulus-driven or observation-oriented fashion. For example, when we are reading a book, our brain executes the
top-down attention as we are actively engaged in the reading task; as soon as our phone starts ringing, our bottom-up
attention circuitry gets involved to adapt to the requirements coming from the environment, which may or may not be
relevant to the task.

Inspired by this taxonomy of attention, we developed an augmented attention mechanism which includes both the top-
down and the bottom-up attention systems. We evaluated our agent in an attention-demanding environment, designed
such that it requires both task-oriented and observation-oriented attentions. We tested our agent’s performance, scala-
bility, and transferability in comparison to a naive agent (without any attention mechanism), an agent with top-down
attention alone, and an agent with bottom-up attention alone. We will now report on our findings.

3 Methods

3.1 Environment Design

As the testing framework, we developed a grid world environment which includes 1 or more players, 1 or more obstacles,
and 1 goal. At every time step, the agent has to decide which player to move and in what direction (left, right, up, and
down). Next, the obstacles move with some probability in a random direction (left, right, up, and down), and if any of
the players are hit by the obstacles, the game is over. The rewarding system is designed to promote both survival and
catching the goal, so the agent collects +1 reward for every time step of survival and +500 reward if any of the players
catches the goal.

3.2 Agent Design

The proposed model consists of two independent attention systems: (i) a top-down attention, which is learned in an
end-to-end fashion parallel to the task, and (ii) a bottom-up attention, which is hard-wired in the model. At every time
step t, the agent decides the attention parameters (Θt) and the action that it wants to perform (at), such that it maximizes
the total expected return resulting from its interaction with the environment. We used Q-Learning [10] as our learning
strategy. Below, we first describe each attention system separately, and then discuss how the two systems were combined
to create the agent with the augmented attention. Note that although we use this environment for concreteness, our
approahc is general and could be applied to other RL tasks with visual inputs.
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3.2.1 Top-down attention

The top-down attention system (Figure 1a) is modeled as a sequential decision process, following the work by Mnih
et al. [6] and Gregor et al. [5]. At every time-step, the agent observes the environment only partially through the lens
of the attention kernel. This partial observation, called glimpse, is fed into a convolutional long short-term memory
(ConvLSTM) unit. The output of the ConvLSTM is used to learn both the attention parameters Θt and the environment
action at. The output is fed into a series of convolutional and linear layers and Q-values are generated for every state-
action pair.

The attention model is adapted from DRAW [5] and contains an array of 2-dimensional Gaussian kernels with 5 param-
eters: the coordinates of the attention center (x, y), the distance between the kernels (δ), the isotropic variance (σ2) and a
scalar intensity (γ). These parameters are learned in an end-to-end fashion via back-propagation. The Gaussian attention
kernel is multiplied by the current observation to generate the partial observation, or glimpse, for the agent.

3.2.2 Bottom-up attention

The bottom-up attention model (Figure 1b) is designed to only depend on the direct observation, and is hard wired to
only include very limited information from the environment that is immediately related to the agent’s survival. At every
time step, this model crops the immediate neighborhood around each player and feeds it into a series of 1D convolutional
layers. Similarly to the top-down approach, the entire RNN model is learned via backpropagation.

Figure 1: A visual illustration of the top-down and bottom-up attention systems

3.2.3 Augmented attention

The augmented attention model (Figure 2) combines the above attention systems using a linear layer. The output of each
attention system is flattened and fed into a linear model, which then generates the Q-values. The entire model is learned
end-to-end using back-propagation. Note that the top-down attention receives the output of the ConvLSTM model as
the input, whereas the bottom-up attention receives input directly from the observation. This juxtaposition mimics our
understanding of the human brain’s top-down and bottom-up attention systems [8].

4 Experimental Results

We evaluated our augmented attention agent using two criteria: (i) scalability, and (ii) transferability. In all cases, we
compared our agent with a naive Q-learning agent without attention, an agent using only the top-down attention system,
and an agent using only the bottom-up attention system.
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Figure 2: A visual illustration of the augmented attention system

4.1 Scalability

We assessed the scalability of all four agents by testing how their performance changes as we increase the world size and
the number of players in the environment. We increased the world size from 10 × 10 with 5 obstacles to 20 × 20 with
20 obstacles. We also increased the complexity of the game by increasing the number of players from 1 to 5. Figure 3
displays the mean episode return for all four agents. We observe that the augmented attention scales better than all the
other agents.

Figure 3: Evaluation of the model’s scalability to larger world sizes and more players
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4.2 Transferability

We assessed the transferability of the model using zero-shot transfer learning. We trained the agent in a 10 × 10 world
with 5 obstacles and 2 players and tested the agent in a 50 × 50 world with 100 obstacles and 2 players. The naive Q-
learning agent could not transfer because of its design limitations. The mean return after 10,000 time steps is reported in
Table 1. We observe that the augmented attention model outperforms all the other agents in zero-shot transfer learning.

Attention Models

Top-down Bottom-up Augmented

Mean return 27.50 67.70 83.97

Table 1: Zero-shot learning evaluations

5 Conclusion and future work

In this work, inspired by the human brain attention mechanism, we designed an augmented attention system for an RL
agent, which includes two independent components: a top-down attention which manages the goal-driven behavior of
the agent, and a bottom-up attention, which gets triggered in a stimulus-driven fashion. Using an attention-demanding
environment, we demonstrated that a model with augmented attention outperforms the agent without attention and the
agents with only one attention system implemented, both in terms of scalability and transfer learning abilities. In the
future, we hope to extend the experimental evaluation of this approach to other tasks. To take our findings back to the
field of Neuroscience, we plan to extend our analysis to explicitly compare the proposed model with the human brain
attention mechanism by employing a range of cognitive attention tasks that are widely used in the human brain research,
such as the Attention Network Test (ANT) [4] and the Continuous Performance Task (CPT) [2].
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Abstract

Markov Decision Processes (MDPs) are the standard formalism for expressing sequential decision problems, typically in
the context of planning or reinforcement learning (RL). One of the central components of this formalism is the notion of a
set of states S. Each state in S is meant to encode sufficient information about the environment such that an agent can
learn how to behave in a (mostly) consistent manner. There is no canonical way of defining the set of states for a problem.
Indeed, improperly designed state spaces can have drastic effects on the learning algorithm. A stronger notion of state
identity is needed that goes beyond the labeling of states and which is able to capture behavioral indistinguishability. We
explore notions of behavioral similarity via state metrics and in particular those which assign a distance of 0 to states that
are behaviorally indistinguishable. Our work builds on bisimulation metrics (Ferns et al., 2004) which provide us with
theoretical properties such as guaranteeing states that are close to each other (with respect to the metric) will have similar
optimal value functions. These metrics are unfortunately expensive to compute and require fully enumerating the states,
which renders them impractical for problems with large (or continuous) state spaces.

We address this impracticality in the deterministic setting in two ways. The first is by providing a new sampling-based
online algorithm for exact computation of the metric with convergence guarantees. The second is by providing a learning
algorithm for approximating the metric using deep nets, enabling approximation even for continuous state MDPs. We
provide empirical evidence of the efficacy of both.

The methods presented in this paper enable the use of these theoretically-grounded metrics in large planning and learning
problems. Possible applications include state aggregation, policy transfer, automatic construction of temporally extended
actions, and representation learning.

Keywords: markov decision processes reinforcement learning planning
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1 Introduction

Markov Decision Processes (MDPs) are the standard formalism for expressing sequential decision problems, typically in
the context of planning or reinforcement learning (RL). One of the central components of this formalism is a set of states
S. Each state in S is meant to encode sufficient information about the environment such that an agent can learn how to
behave in a (mostly) consistent manner. Figure 1 illustrates a simple MDP where each cell represents a state.

Original

Copy

Figure 1: A grid MDP (bot-
tom) with a copy of itself (top).
The goal of an agent is to find
the shortest path to the green
cells. Blue arrows indicate
transitions that can switch be-
tween the two copies.

There is no canonical way of defining the set of states for a problem. Indeed, improperly
designed state spaces can have drastic effects on the learning algorithm. Consider the
grid MDP in the bottom of Figure 1, where an agent must learn how to navigate to
the green cells, and imagine we create an exact replica of the MDP such that the agent
randomly transitions between the two layers for each move. By doing so we have
doubled the number of states and the complexity of the problem. However, from a
planning perspective the two copies of each state should be indistinguishable. A stronger
notion of state identity is needed that goes beyond the labeling of states and which is able
to capture behavioral indistinguishability (Castro (2011) provides a thorough investigation
of behavioral equivalence in MDPs).

We explore notions of behavioral similarity via state metrics d : S × S → R, and in par-
ticular those which assign a distance of 0 to states that are behaviorally indistinguishable.

Our work builds on bisimulation metrics (Ferns et al., 2004) which provide us with
theoretical properties such as guaranteeing states that are close to each other (with respect
to the metric) will have similar optimal value functions. These metrics are unfortunately expensive to compute (Chen et al.
(2012) provides a theoretical analysis) and require fully enumerating the states, which renders them incompatible with
large state spaces.

2 Background

Definition 1. A finite Markov Decision Process (MDP) is defined as a 5-tupleM = 〈S,A,P,R, γ〉, where

• S is a finite set of states

• A is a finite set of actions

• P : S ×A → Dist(S) is the next state transition function1

• R : S ×A → R is the reward function (assumed to be bounded by Rmax)

• γ ∈ [0, 1) is a discount factor

Each policy π : S → Dist(A) induces a corresponding state-value function V π : S → R, known as the Bellman equa-
tion (Bellman, 1957):

V π(s) = Ea∼π(s)
[
R(s, a) + γEs′∼P(s,a)V π(s′)

]

In the control setting, we are typically interested in finding the optimal value function V ∗:

V ∗(s) = max
a∈A

[
R(s, a) + γEs′∼P(s,a)V ∗(s′)

]

Bisimulation relations, originally introduced in the field of concurrency theory, was adapted for MDPs by Givan et al.
(2003). They capture a strong form of behavioral equivalence: if two states s, t ∈ S are bisimilar, then V ∗(s) = V ∗(t).
Definition 2. Given an MDPM, an equivalence relation E ⊆ S × S is a bisimulation relation if whenever (s, t) ∈ E the
following properties hold, where SE is the state space S partitioned into equivalence classes defined by E:

1. ∀a ∈ A. R(s, a) = R(t, a)
2. ∀a ∈ A.∀c ∈ SE .P(s, a)(c) = P(t, a)(c), where P(x, y)(c) =∑z∈c P(x, y)(z)

Two states s, t ∈ S are bisimilar if there exists a bisimulation relation E such that (s, t) ∈ E. Note that there can be a number of
equivalence relations satisfying these properties. The smallest is the identity relation, which is vacuously a bisimulation relation. We
are interested in the largest bisimulation relation, which we will denote as ∼.

1Dist(X) denotes a probability distribution over the set X .
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Ferns et al. (2004) generalized the notion of MDP bisimulation relations to metrics. Let M be the set of all metrics on S.
A pseudometric2 d ∈M induces an equivalence relation Rd by equating all states with zero distance. Ferns et al. (2004)
defines a pseudometric d ∈M as a bisimulation metric if Rd is ∼.

The following theorem introduces the operator F which can be used to iteratively compute a bisimulation metric, where
W(d) is the Wasserstein metric between two probability distributions under the state metric d (Villani, 2008).
Theorem 1. (Ferns et al., 2004): Define F : M→M by

F(d)(s, t) = max
a∈A

(|R(s, a)−R(t, a)|+ γW(d)(P(s, a),P(t, a)))
Then F has a least-fixed point, d∼, and d∼ is a bisimulation metric.

3 Bisimulation metrics for deterministic MDPs

Although the study of bisimulation metrics has largely focused on MDPs with stochastic transitions, there are many
problems of interest with deterministic transitions. By focusing on these types of problems we are able to design a new set
of algorithms that can handle large or continuous state spaces. We believe this provides a strong foundation for future
research extending these ideas to stochastic environments.
Definition 3. A deterministic MDPM is one where all next-state transitions P(·, ·) are deterministic. For convenience, we denote
this unique next state as N (s, a).
Lemma 1. Given a deterministic MDPM, for any two states s, t ∈ S, action a ∈ A, and pseudometric d ∈M,

W(d)(P(s, a),P(t, a)) = d(N (s, a),N (t, a))

By Lemma 1 we can rewrite the equation in Theorem 1 as: F(d)(s, t) = maxa∈A (|R(s, a)−R(t, a)|+ γd(N (s, a),N (t, a))).
Note the close resemblance to the Bellman equation. There is in fact a strong connection between the two: Ferns & Precup
(2014) proved that d∼ is the optimal value function of an optimal coupling of two copies of the original MDP.

4 Computing bisimulation metrics with sampled trajectories

The update operatorF is generally applied in a dynamic-programming fashion: all state-pairs are updated in each iteration
by considering all possible actions. However, requiring access to all state-pairs and actions in each iteration is often not
possible, especially when data is concurrently being collected by an agent interacting with an environment. In this section
we present an algorithm for computing the bisimulation metric via access to trajectory samples. Specifically, assume we are
able to sample pairs of transitions {〈s, a,R(s, a),N (s, a)〉, 〈t, a,R(t, a),N (t, a)〉} from an underlying distribution D (note
the action is the same for both). This can be, for instance, a uniform distribution over all transitions in a replay memory
(Mnih et al., 2015) or some other sampling procedure. Let T be the set of all pairs of valid transitions; for legibility we
will use the shorthand τs,t,a ∈ T to denote a pair of transitions from states s, t ∈ S under action a ∈ A. We assume that
D(τ) > 0 for all τ ∈ T .
Theorem 2. Let d0 ≡ 0 be the everywhere-zero metric. At step n, let τsn,tn,an ∈ T be a sample from D and define dn as:

• dn(sn, tn) = max (dn−1(sn, tn), |R(sn, an)−R(tn, an)|+ γdn−1(N (sn, an),N (tn, an)))

• dn(s, t) = dn−1(s, t). ∀s 6= sn, t 6= tn

Then limn→∞ dn = d∼ almost surely.

|S| DP Method Sampling method
9 0.477± 0.002 0.027± 0.0002

25 4.244± 0.002 0.357± 0.0005
100 63.705± 0.011 16.058± 0.0046
400 915.609± 0.1062 252.547± 0.0407
900 5128.54± 0.5255 2164.077± 0.6043

Figure 2: Comparison of running time (in seconds)
between the standard DP method and our proposed
sampling method.

In Figure 2 we demonstrate the efficacy of our iterative proce-
dure on grid world domains of varying sizes. The results suggest
that even in cases where we do have access to all state-pairs
and actions at each iteration (as is required by the traditional
dynamic-programming approach), using the sampling method
we introduce here can yield a significant computational advan-
tage.

5 Learning an approximation

The previous section addresses the case when states are only
accessible via sampling of the underlying state space, but still
requires full enumerability of the states. In this section we present
a method for dealing with continuous state spaces by means of three key components (Sections 5.1, 5.2, and 5.3).

2A pseudometric is a metric d where ∀s, t ∈ S.s = t =⇒ d(s, t) = 0, but not the converse.
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5.1 Approximating bisimulation metrics with deep neural networks

h hidden units
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y 2
)

Figure 3: The network topol-
ogy used for learning ψ as an
approximant to d∼

We make use of deep neural networks to approximate the bisimulation distance between
any two states in an MDP. Let φ : S → Rk be a k-dimensional representation of the state
space and let ψθ : R2k → R be a deep neural network parameterized by θ that receives
a concatenation of two state representations such that ψθ([φ(s), φ(t)]) ≈ d∼(s, t). Figure 3
illustrates one such network with a single hidden layer of dimension h.

5.2 A differentiable loss

Following the practice introduced by Mnih et al. (2015) we make use of online parameters
θ and target parameters θ−, where the online parameters are updated at each iteration
while the target parameters are updated every C iterations. Given a pair of states s 6= t
and action a ∈ A, at iteration i we define our target objective Tθ−i

(s, t, a) as:

max
(
|R(s, a)−R(t, a)|+ γψθ−i

([φ(N (s, a)), φ(N (t, a))]), ψθ−i
([φ(s), φ(t)])

)

and equal to 0 whenever s = t.

Our loss is then: Ls,t,a = ED
(
Tθ−i

(s, t, a)− ψθi([φ(s), φ(t)])
)2

.

5.3 Learning with mini-batches

We proceed to specify a set of matrix operations for computing them on a batch of states. This allows us to efficiently train
this approximant using specialized hardware like GPUs. At each step we assume access to a batch of b samples of states S,
actions A, rewards R, and next states N, where Si = φ(si), Ri = R(si, ai), etc. Letting [X,Y ] stand for the concatenation
of two vectors X and Y , from S we construct a new square matrix S2 of dimension b × b such that S2

i,j = [φ(si), φ(sj)].
Each element in this matrix is a vector of dimension 2k. We then reshape this matrix to be a “single-column” tensor of
length b2. We can perform a similar exercise on the reward and next-state batches. Finally, we define a mask W which
enforces that we only consider pairs of samples that have matching actions: Wi,j = [ai == aj].

In batch-form, the target defined above becomes: T = (1− I) ∗max
(
R2 + γβψθ−i

(N2), βψθ−i
(S2)

)
.

where ψ(X) indicates applying ψ to a matrix X elementwise. We multiply by (1− I) to zero out the diagonals, since those
represent approximations to d∼(s, s) ≡ 0. The parameter β is a stability parameter that begins at 0 and is incremented
every C iterations. Its purpose is to gradually “grow” the effective horizon of the bisimulation backup and maximization.
This is necessary since the approximant ψθ can have some variance initially, depending on how θ is initialized; in particular,
we cannot in general guarantee ψθ0 ≡ 0, as is required by Theorem 2. Further, Jiang et al. (2015) demonstrate that using
shorter horizons during planning can often be better than using the true horizon, especially when using a model estimated
from data. Finally, our loss Li at iteration i is defined as: Li(θi) = ED

[
W ⊗

(
ψθi(S

2)−T
)2], where ⊗ stands for the

Hadamard product. Note that, in general, the approximant ψ is not a metric: it can violate the identity of indiscernibles,
symmetry, and subadditivity conditions.

(a) GridWorld re-
ward dynamics.

(b) Bisimulation distances
between top left cell and the
rest of the cells.

(c) Bisimulation distances
between the hallway cell
and the rest of the cells.
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Figure 4: GridWorld dynamics and bisimulation distances from two rooms. The distances from the center cell highlight
the symmetries in the environment.
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(a) Absolute metric errors on the GridWorld.
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(b) Normalized metric errors.
Figure 5: Metric errors for the learned metric as training progresses over 10 independent runs; the shaded areas represent
the 95% confidence interval. γ = 0.99, C = 500, b = 256, β = 0.9, and h = 729; we used the Adam optimizer (Kingma &
Ba, 2015) with a learning rate of 0.01.

5.4 Empirical Evaluation

We evaluate our learning algorithm in the 31-state GridWorld environment illustrated in Figure 4a. There are 4 actions (up,
down, left, right) with deterministic transitions, and where an action driving the agent towards a wall keeps the agent
in the same cell. There is a single reward of +1.0 received upon entering either of the green cells, and a reward of −1.0
for taking an action towards a wall. We display the bisimulation distances relative to two cells in this environment in
Figure 4b and Figure 4c. The distances highlight the symmetries in the environment, especially Figure 4c.

We represent each state by its coordinates (x, y) ∈ R2, as illustrated in Figure 4d. To estimate d∼ we use a network with an
input layer of dimension 4, one fully connected layer of length h, and an output of length 1. The input is the concatenation
of two state representations, normalized to be in [−1, 1], while the output value is the estimate to d∼.

To evaluate the learning process, we measure ‖d∼ − ψ‖∞ (absolute metric errors) as well as ‖ d∼
‖d∼‖2 −

ψ
‖ψ‖2 ‖∞ (normalized

metric errors) using the true underlying state space for which we know the value of d∼ (Figure 5a and Figure 5b).

In addition to training the network on the 31 states, we experimented with adding noise to the state representations.
Specifically, when a state (x, y) is sampled, we add Gaussian noise centered at (0, 0) with stddev 0.1, and clipped to be in
[−0.3, 0.3], effectively converting the 31 state MDP into a continuous-state MDP (e.g. Figure 4d).

Because our estimate ψ is part of the maximization in the target objective, it can be difficult to prevent continuous growth
of the metric approximants. This can be seen happening towards the end of training in the line without noise in Figure 5a.

Figure 6: Aggregating sam-
ples drawn from a continuous
MDP using the learned bisim-
ulation metric approximant.

Although the normalized errors suggest that the relative magnitudes of the distances
remain stable, we found that doubling the value of C halfway through training helped
mitigate this “overshooting” phenomenon.

As can be seen, there is little difference between learning the metric for the 31-state MDP
versus learning it for the continuous MDP. In fact, training under the continuous MDP
seems to add stability and improve performance. This suggests that the learning process
suffers more from the overshooting phenomenon when there are few data points to train
on: the continuum of data points in the continuous setting are possibly helping regularize
the network.

Finally, in Figure 6 we explore aggregating a set of states sampled from the continuous
MDP. We sampled 100 independent samples for each underlying cell, computed the
distances between each pair of sampled states, and then aggregated them by incrementally
growing “clusters” of states while ensuring that all states in a cluster are within a certain
distance of each other. As can be seen, our learned distance is able to capture many
of the symmetries present in the environment: the orange cluster tends to gather near-
goal states, the dark-brown and dark-blue clusters seem to gather states further away
from goals, while the bright red states properly capture the unique “hallway” cell. This
experiment highlights the potential for successfully approximating bisimulation metrics
in continuous state MDPs, which can render continuous environments more manageable.
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Abstract

We propose a policy improvement algorithm for Reinforcement Learning (RL) which is called Rerouted Behavior Im-
provement (RBI). RBI is designed to take into account the evaluation errors of the Q-function. Such errors are common in
RL when learning the Q-value from finite past experience data. Greedy policies or even constrained policy optimization
algorithms which ignore these errors may suffer from an improvement penalty (i.e. a negative policy improvement). To
minimize the improvement penalty, the RBI idea is to attenuate rapid policy changes of low probability actions which
were less frequently sampled. This approach is shown to avoid catastrophic performance degradation and reduce regret
when learning from a batch of past experience. Through a two-armed bandit with Gaussian distributed rewards exam-
ple, we show that it also increases data efficiency when the optimal action has a high variance. We evaluate RBI in two
tasks in the Atari Learning Environment: (1) learning from observations of multiple behavior policies and (2) iterative
RL. Our results demonstrate the advantage of RBI over greedy policies and other constrained policy optimization algo-
rithms as a safe learning approach and as a general data efficient learning algorithm. A Github repository of our RBI
implementation is found at https://github.com/eladsar/rbi/tree/rbi.

Keywords: Safe Reinforcement Learning, Constrained Policies Algorithms
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1 Introduction

While Deep Reinforcement Learning (DRL) is the backbone of many of the recent Artificial Intelligence breakthroughs
[14, 10], it suffers from several factors which inhibit deployment of RL systems to real-world tasks. Two of these elements
are: (1) data efficiency and; (2) safety. DRL is notoriously data and time inefficient, requires up to billions of history states
[6] or weeks of wall-clock time [5] to train to expert level. While it is partially due to the slow training process of deep
neural networks, it is also due to inefficient, yet simple to implement, policy improvement routines. For example, a
greedy policy improvement (with a fix exploration parameter) is known to have a higher regret than other methods such
as Upper Confidence Bound (UCB) [2], but the latter is much more difficult to adjust to a deep learning framework [3].
This transformation from the countable state space of bandit and grid-world problems to the uncountable state-space in
a DRL framework, calls for efficient improvement methods which fit into existing deep learning frameworks.

For some real-world problems, like autonomous cars [13], safety is a crucial factor. Random initialized policies and even
a RL algorithm that may suffer from sudden catastrophic performance degradation are both unacceptable in such envi-
ronments. While policy initialization may be solved with Learning from Demonstrations (LfD) algorithms [1], changing
the policy in order to improve performance is still a risky task. Largely since the Q-value of a current policy can only
be estimated from the past data. Therefore, for safe RL, it is desirable to design improvement algorithms that model the
accuracy of the Q-value evaluation and can mitigate between fast improvement and a safety level [4, 17].

In this work, we propose a policy improvement method that addresses both the sample efficiency of the learning process
and the problem of safe learning from incomplete past experience. We start by analyzing the improvement penalty of
an arbitrary new policy π(a|s) based on an estimated Q-function of a past behavior policy β(a|s). We find that under
a simplified model of learning the Q-values from i.i.d samples, the variance of a potential improvement penalty is pro-
portional to |β(a|s)−π(a|s)|2

β(a|s) . Therefore, we design a constraint, called reroute, that limits this term. We show that finding
the optimal policy under the reroute constraint amounts to solving a simple linear program. Instead of optimizing this
policy via a gradient descent optimization, we take a different approach and solve it in the non-parameterized space for
every new state the actor encounters. In order, to learn the new improved policy with a parameterized Neural Network
(NN), we store the calculated policy into a replay buffer and imitate the actor’s policy with a KL regression.

While RBI is designed for safe learning from a batch of past experience, we show that it also increase data efficiency with
respect to a greedy step and other constraints such as the Total Variation (TV) [7] and PPO [12]. In fact it is akin in practice
to the forward KL constraint [18], however, unlike the KL constraint, it does not require different scaling for different
reward signals and it is much more intuitive to design. We validate our findings both in simple environments such as a
two-armed bandit problem with Gaussian distributed reward and also in a complex distributed actors framework when
learning to play Atari.

2 Rerouted Behavior Improvement

Let us start by examining a single improvement step from a batch of past experience of a behavior policy. Define by β the
behavior policy of a dataset D and by Qβ , and Q̂β its true and approximated Q-functions. Theoretically, for an infinite
dataset with infinite number of visitations in each state-action pair, one may calculate the optimal policy in an off-policy
fashion [19]. However, practically, one should limit its policy improvement step over β when learning from a realistic
finite dataset. To design a proper constraint, we analyze the statistics of the error of our evaluation of Q̂β . This leads
to an important observation: the Q-value has a higher error for actions that were taken less frequently, thus, to avoid
improvement penalty, we must restrict the ratio of the change in probability π

β . We will use this observation to craft the
reroute constraint, and show that other well-known monotonic improvement methods (e.g. PPO and TRPO) overlooked
this consideration, hence they do not guarantee improvement when learning from a finite experience.

2.1 Soft Policy Improvement

Before analyzing the error’s statistics, we begin by considering a set of policies which improve β if our estimation of
Qβ is exact. Out of this set we will pick our new policy π. Recall that the most naive and also common improvement
method is taking a greedy step, i.e. deterministically acting with the highest Q-value action in each state. This is known
by the policy improvement theorem [16], to improve the policy performance. The policy improvement theorem may be
generalized to include a larger family of soft steps.

Lemma 2.1 (Soft Policy Improvement). Given a policy β, with value and advantage V β , Aβ , a policy π improves β, i.e. V π ≥
V β ∀s, if it satisfies

∑
a π(a|s)Aβ(s, a) ≥ 0 ∀s with at least one state with strict inequality. The term

∑
a π(a|s)Aβ(s, a) is called

the improvement step.1

1The proof adhere to the same steps of the greedy improvement proof in [16], thus it is omitted for brevity.
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Essentially, every policy that increases the probability of taking positive advantage actions over the probability of taking
negative advantage actions achieves improvement. Later, we will use the next Corollary to prove that RBI guarantees a
positive improvement step.

Corollary 2.1.1 (Rank-Based Policy Improvement). Let (Ai)
|A|
i=1 be an ordered list of the β advantages in a state s, s.t. Ai+1 ≥

Ai, and let ci = πi/βi. If for all states (ci)
|A|
i=1 is a monotonic non-decreasing sequence s.t. ci+1 ≥ ci, then π improves β.

2.2 Standard Error of the Value Estimation

To provide a statistical argument for the expected error of the Q-function, consider learning Q̂β with a tabular represen-
tation. The Q-function is the expected value of the random variable zπ(s, a) =

∑
k≥0 γ

krk|s, a, π. Therefore, the Standard
Error (SE) of an approximation Q̂β(s, a) for the Q-value with N i.i.d. MC trajectories is

σε(s,a) =
σz(s,a)√
Nsβ(a|s)

, (1)

where Ns is the number of visitations in state s in D, s.t. N = β(a|s)Ns. Therefore, σε(s,a) ∝ 1√
β(a|s)

and specifically for

low frequency actions such estimation may suffer large SE.2 Notice that we ignore recurrent visitations to the same state
during the same episode and hence, the MC discounted sum of rewards are independent random variables.

2.3 Policy Improvement in the Presence of Value Estimation Errors

We now turn to the crucial question of what happens when one applies an improvement step with respect to an inaccurate
estimation of the Q-function, i.e. Q̂β .
Lemma 2.2 (Improvement Penalty). Let Q̂β = V̂ β + Âβ be an estimator of Qβ with an error ε(s, a) = (Qβ − Q̂β)(s, a) and let
π be a policy that satisfies lemma 2.1 with respect to Âβ . Then the following holds

V π(s)− V β(s) ≥ −E(s) = −
∑

s′∈S
ρπ(s′|s)

∑

a∈A
ε(s′, a) (β(a|s′)− π(a|s′)) , (2)

where E(s) is called the improvement penalty and ρπ(s′|s) = ∑
k≥0 γ

kP (s
k−→ s′|π)) is the unnormalized discounted state distri-

bution induced by policy π.

Since ε(s′, a) is a random variable, it is worth to consider the variance of E(s). Define each element in the sum of Eq. (2)
as x(s′, a; s) = ρπ(s′|s)ε(s, a)(β(a|s′)− π(a|s′)). The variance of each element is therefore

σ2
x(s′,a;s) = (ρπ(s′|s))2σ2

ε(s′,a)(β(a|s′)− π(a|s′))2 =
(ρπ(s′|s))2σ2

z(s′,a)

Ns′

(β(a|s′)− π(a|s′))2
β(a|s′) .

To see the the need for the reroute constraint, we can bound the total variance of the improvement penalty
∑

s′,a

σ2
x(s′,a;s) ≤ σ2

E(s) ≤
∑

s′,a,s′′,a′

√
σ2
x(s′,a;s)σ

2
x(s′′,a′;s),

where the upper bound is due to the Cauchy-Schwarz inequality, and the lower bound is since ε(s, a) elements have a
positive correlation (as reward trajectories overlap). Hence, it is evident that the improvement penalty can be extremely
large when the term |β−π|2

β is unregulated and even a single mistake along the trajectory, caused by an unregulated
element, might wreck the performance of the entire policy. However, by using the reroute constraint which tame each of
these terms we can bound the variance of the improvement penalty.

While we analyzed the error for independent MC trajectories, a similar argument holds also for Temporal Difference
(TD) learning [16]. [8] studied ”bias-variance” terms in k-steps TD learning of the value function. Here we present their
results for the Q-function error with TD updates. For any 0 < δ < 1, and a number t of iteration through the data for the
TD calculation, the maximal error term abides

ε(s, a) ≤ max
s,a
|Q̂β(s, a)−Qβ(s, a)|≤ 1− γkt

1− γ

√
3 log(k/δ)

Nsβ(a|s)
+ γkt. (3)

While the ”bias”, which is the second term in (3), depends on the number of iterations through the dataset, the ”variance”
which is the square root of the first term in (3) is proportional to 1

β(a|s)Ns
, therefore, bounding the ratio |β−π|

2

β bounds the
improvement penalty also for TD learning.

2Note that even for deterministic environments, a stochastic policy inevitably provides σz(s,a) > 0.
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2.4 The Reroute Constraint

In order to confine the ratio |β−π|
2

β , we suggest limiting the improvement step to a set of policies based on the following
constraint.
Definition 2.1 (Reroute Constraint). Given a policy β, a policy π is a reroute(cmin, cmax) of β, if π(a|s) = c(s, a)β(a|s)
where c(s, a) ∈ [cmin, cmax]. Further, note that reroute is a subset of the TV constraint with δ = min(1 −
cmin,max( cmax−1

2 , 1−cmin

2 )).

With reroute, each element in the sum of (2.2) is proportional to
√
β(a|s)|1 − c(s, a)| where c(s, a) ∈ [cmin, cmax]. Unlike

reroute, other constraints such as the Total Variation (TV), forward and backward KL and PPO were not design to bound
the improvement penalty.

2.5 Maximizing the Improvement Step under the Reroute Constraint

We now turn to the problem of maximizing the objective function J(π) under the reroute constraint and whether such
maximization yields a positive improvement step. Maximizing the objective function without generating new trajectories
of π is a hard task since the distribution of states induced by the policy π is unknown. Therefore, usually we maximize
a surrogate off-policy objective function JOP (π) = Es∼β [

∑
a π(a|s)Aβ(s, a)]. It is common to solve the constrained max-

imization with a NN policy representation and a policy gradient approach [15, 11]. Here we suggest an alternative:
instead of optimizing a parametrized policy that maximizes JOP , the actor (i.e. the agent that interact with the MDP
environment) may ad hoc calculate a non-parametrized policy that maximizes the improvement step

∑
a π(a|s)Aβ(s, a)

(i.e. the argument of the JOP objective) for each different state. This method maximizes also the JOP objective since the
improvement step is independent between states. Note that with an ad hoc maximization, the executed policy is guaran-
teed to maximize the objective function under the constraint whereas with policy gradient methods one must hope that
the optimized policy avoided NN caveats such as overfitting or local minima and converged to the optimal policy.

For the reroute constraint, solving the non-parametrized problem amounts to solving the following simple linear pro-
gram for each state

Maximize: (Aβ)Tπ

Subject to: cminβ ≤ π ≤ cmaxβ

And:
∑

πi = 1.

(4)

Where π, β and Aβ are vector representations of (π(ai|s))|A|i=1, (β(ai|s))|A|i=1 and (Aβ(s, a))
|A|
i=1 respectively. We term the

algorithm that solves this maximization problem as Max-Reroute. Similarly, one may derive other algorithms that maxi-
mize other constraints.

Notice that Max-Reroute satisfies the conditions of Corollary 2.1.1, therefore it always provides a positive improvement
step and hence, at least for a perfect approximation ofQβ it is guaranteed to improve the performance. In addition, notice
that Max-Reroute uses only the action ranking information in order to calculate the optimized policy. We postulate that
this trait makes it more resilient to value estimation errors. This is in contrast to policy gradient methods which optimize
the policy according to the magnitude of the advantage function.

3 Two-armed bandit with Gaussian distributed rewards

To gain some insight into the nature of the RBI step, we examine it in a simplified model of a two-armed bandit with
Gaussian distributed rewards [9]. To that end, define the reward of taking action ai as ri ∼ N (µi, σ

2
i ) and denote action

a2 as the optimal action s.t. µ2 ≥ µ1. Consider the learning curve of off-policy learning where a behavior policy is mixed
with a fix exploration parameter, i.e. β(a) = π(a)(1 − ε) + ε

na
(where na is the number of actions and ε = 0.1). The

Q-function is learned with Qπ(a) = (1 − α)Qπ(a) + αr, where α is a learning rate, possibly decaying over time. We
evaluate several constrained policies: (1) RBI with (cmin, cmax) = (0.5, 1.5), (2) PPO with ε = 0.5, (3) TV with δ = 0.25, (4)
greedy step and; (5) forward KL with λ = 1. RBI, TV and PPO were all maximized with our maximization algorithms
(without gradient ascent). To avoid absolute zero probability actions, we clipped the policy such that π(ai) ≥ 10−3. In
addition we added 10 random sample at the start of the learning process. The learning curves are plotted in Figure 1.

The learning curves exhibit two different patterns. For the scenario of σ1 > σ2, a fast convergence of all policies was
obtained. Essentially, when the better action has low variance it is easy to discard the worse action by choosing it and
rapidly improving its value estimation and then switching to the better action. On the other hand, for the case of σ1 < σ2

it is much harder for the policy to improve the estimation of the better action after committing to the worse action. We
see that RBI defers early commitment and while it slightly reduces the rate of convergence in the first (and easy) scenario,
it significantly increases the data efficiency in the harder scenario.

3
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In the second scenario, RBI has the best and KL has the second-best learning curves in terms of initial performance.
However, there is another distinction between the ideal learning rate (LR) of α = 1

n and a constant rate of α = 0.01. In
the ideal LR case, the advantage of RBI and KL reduces over time. This is obvious since a LR of α = 1

n takes into account
the entire history and as such, for large history, after a large number of iterations, there is no need for a policy which
learns well from a finite dataset. On the other hand, there is a stable advantage of RBI and KL for a fix LR as fix LR does
not correctly weight the entire past experience. Notice that in a larger than 1-step MDP, it is unusual to use a LR of 1

n
since the policy changes as the learning progress, therefore, usually the LR is fixed or decays over time (but not over state
visitations). Hence, RBI has a positive advantage over greedy policies through the entire training process.
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Figure 1: Different constrained policies performances in a two-armed bandit with Gaussian distributed reward setting

4 Experiments in the Atari environment

Figure 2: RBI in a distributed RL setting

We implemented an RBI learning agent in the Atari Learning Envi-
ronment. We adopted a distributed learning setting, similar to the
setting of Ape-X [6]. In this experiment we set out to verify: (1)
whether RBI is a good approach for Deep RL in terms of better final
performance and (2) whether our approach of solving the optimal
policy in the non-parametrized space as part of the actor’s routine,
can be generalized to iterative Deep RL.

To that end, we designed an actor that fetches a stored parametrized
policy πθk and Q-function Qπφk

. The actor solves the non-
parametrized reroute constrained optimization problem (Eq. (4))
and generates an optimized constrained policy π. Our centralized
learner imitates the actor’s policy with a parametrized policy πθk+1

by minimizing a KL divergence loss DKL(π, πθk+1
). The learner

keeps track of the history Q-function by minimizing the Huber
loss L(Qπφk+1

− R), where R is an n-steps target value R(s, a) =
∑n−1
k=0 γ

krk + γn
∑
a′ π(s

′, a′)Qπ
φ̄
(s′, a′). Performance curves of 4

Atari games are presented in figure 3 and compared to our Ape-X
algorithm implementation. The initial results demonstrate the ben-
efit of using RBI as an efficient general RL learning algorithm.
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Figure 3: Performance curves of 4 Atari games. The second and third quartiles are shadowed.
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Abstract

The reward-prediction-error hypothesis holds that payoff from future actions can be maximized and reward predic-
tions optimized by incremental adjustment of connection weights in neural networks underlying expectation and choice.
These adjustments are driven by reward prediction errors, discrepancies between the experienced and expected reward.
Phasic firing in midbrain dopamine neurons is posited to both represent reward-prediction errors and to cause the weight
changes these errors induce. There is abundant correlational evidence from rodents, monkeys, and humans that midbrain
dopamine neurons encode reward-prediction errors. The work discussed here tests and challenges the causal component
of the reward-prediction-error hypothesis of dopamine activity. Rats were trained to self-administer rewarding electrical
stimulation of the medial forebrain bundle or optical stimulation of midbrain dopamine neurons. Stimulation-induced
release of dopamine was monitored by means of fast-scan cyclic voltammetry. Both forms of stimulation triggered re-
liable, recurrent release of dopamine in the nucleus accumbens. According to the RPE-DA hypothesis, such repeated,

∗David Munro built and maintained the computer-controlled equipment for experimental control and data acquisition.
Software for experimental control and data acquisition was written and maintained by Steve Cabilio. PS web site:
http://www.concordia.ca/research/neuroscience/faculty.html?fpid=peter-shizgal. Video re ICSS and the measurement of reward
intensity: https://spectrum.library.concordia.ca/978205/
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response-contingent release should eventually drive action weights into saturation. If unopposed by a countervailing
influence, the repeated release of dopamine should render stable reward-seeking performance at non-maximal levels
impossible. Instead, the rats performed at stable non-maximal levels in response to intermediate stimulation strengths.

Keywords: brain stimulation reward; intracranial self-stimulation; medial
forebrain bundle; ventral tegmental area; nucleus accumbens;
electrical brain stimulation; optogenetics; fast-scan cyclic voltam-
metry
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Reward-prediction errors, dopamine, and intracranial self-stimulation
An elegant, enormously influential hypothesis about the nature and neural mechanisms of learning holds that reward-
prediction errors (RPEs), encoded in the firing of dopamine (DA) neurons, optimize expectations about future rewards
and the values assigned to reward-seeking actions [1]. The seminal paper introducing this reward-prediction-error
hypothesis of dopamine neuron activity (RPE-DA hypothesis) [1] applies temporal-difference reinforcement-learning
(TDRL) methods [2] within an actor-critic framework [3].
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Figure 1: Portrayal of eICSS in [1]

Paramount in the paper by Montague et al. [1] is their inci-
sive account of DA activity in monkeys performing tasks
that combine Pavlovian and operant conditioning. Also
included is a brief discussion of how the TDRL model
applies to electrical intracranial self-stimulation (eICSS),
the performance of instrumental tasks to trigger activa-
tion of brain circuitry. The authors point out that DA
cell bodies in the ventral tegmental area give rise to axons
that course through eICSS sites along the medial forebrain
bundle (MFB). Fig. 1 summarizes their portrayal of eICSS,
which holds that stimulation of eICSS sites produces a fic-
tive RPE by activating DA neurons.

Optogenetic methods make it possible to activate mid-
brain DA neurons exclusively, unlike electrical stimula-
tion, which is less selective. Rodents will work for such
optical stimulation (oICSS) [4, 5, 6]. Specific optical activa-
tion of midbrain DA neurons has also been shown to aug-
ment responding to a redundant reward-predicting cue
that would otherwise have been behaviorally ineffective
and to delay extinction of responding to a cue no longer
paired with the delivery of a sucrose reward [7]. These results were interpreted as evidence for a causal role of DA-
mediated RPEs in learning.

Here, we summarize eICSS and oICSS experiments that reassess the causal role of DA-mediated RPEs in learning. The
behavioral and electrochemical findings are not easily explained by the RPE-DA hypothesis.

Two problems with the original TDRL portrayal and a potential remedy
We note two problems with the portrayal in Fig. 1 as it applies to eICSS of the most extensively studied stimulation site:
the lateral hypothalamic (LH) level of the MFB. First, the positioning of the electrode isolates the RPE from its corrective
consequences. In the case of natural rewards earned under stable conditions, the RPE ”predicts itself away.” The RPE
renders the prediction progressively more accurate, and hence the RPE shrinks progressively to zero. In contrast, an RPE
elicited by means of direct axonal stimulation of DA axons in the MFB would be of constant magnitude because it arises
beyond the regions where the signals encoding the predicted (Vt−Vt−1) and experienced (r) rewards must be combined:
the somatodendritic region of the DA neurons and/or their afferent network. (Recall that once the value function (V )
has been at least partially learned, DA firing is perturbed in opposite directions by these two signals.) If the DA neurons
were activated downstream from the point(s) at which these two input signals converge, both the reward prediction and
the weight assigned to the reward-seeking action (e.g., lever pressing) would be driven over repeated iterations to their
maximal (saturated) values. Stable performance for electrically induced rewards of intermediate magnitude would thus
be impossible. This prediction is contradicted by abundant evidence from operant matching experiments on eICSS in
which the value of intermediate-strength rewards is stable over many repeated reward encounters, e.g. [8].

The consequences of weight saturation due to stimulation of DA axons are illustrated in panel A of Fig. 2. The agent earns
rewards by performing a sustained action (”work”), such as depressing a lever for a required duration. Multiple rewards
can be earned during a trial. When the reward is weak (r = 1), the latency to begin working is long. However, due to the
unconditional RPE, the action weight is boosted by delivery of each reward. Thus, the cumulative work-time accelerates
until it attains its maximal velocity. The stronger the reward (r5 > r4 > r3 > r2 > r1), the shorter the latency to reinitiate
responding after reward delivery and the faster the growth of the action weight. Panel B shows the contrasting case of
a natural reward. The RPE shrinks as the prediction improves, and the action weights stabilize at values proportional to
the reward strength. Thus, the slope of the cumulative work-time trajectory is scaled by the reward strength.

A second problem with the schema in Fig. 1 is the implicit attribution of the behavior to direct activation of DA axons.
These small-diameter axons are unmyelinated and have very high thresholds to activation by extracellular currents [9].
Moreover, psychophysical estimates of conduction velocity, recovery from refractoriness, and frequency following in the
directly activated MFB fibers subserving eICSS of the MFB implicate neurons with myelinated axons much more readily
excited than those of the DA neurons [10].
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Both problems could be solved by changing the assump-
tion about where the stimulation intervenes in the TDRL
schema (Fig. 3). The rewarding effects of MFB stimulation
and intraoral sucrose compete and summate, suggesting
that electrical stimulation of the MFB mimics the value
of a natural reward [11]. If the electrode indeed excites
neurons subserving the primary reward signal (r) instead
of those subserving the RPE, then the temporal-difference
signal (Vt − Vt−1) could come to null this electrically in-
duced input, and trajectories such as those shown in panel
B of Fig. 2 could be achieved. However, as we show below,
this remedy is unavailable in the case of oICSS, which en-
tails direct, unconditional activation of DA neurons. Thus,
Fig. 3 predicts: a) oICSS trajectories like those in panel A
of Fig. 2 coupled to continued simulation-induced DA re-
lease, but b) eICSS trajectories like those in panel B of Fig. 2
coupled to decline and cessation of simulation-induced
DA release. We tested these predictions.

Methods
ICSS. Electrodes for eICSS were aimed at the LH level of
the MFB. Stimulation consisted of 0.5 s trains of constant-current pulses, 0.1 ms in duration. To prepare TH-Cre(+/-)
rats for oICSS, channelrhodopsin-2 (ChR2) was expressed in midbrain DA neurons via Cre-Lox recombination and viral
transfection, and 300 µm-core optical fibers were aimed at the ventral tegmental area (VTA). Optical stimulation consisted
of 1 s trains of 462 or 473 nm pulses, 5 ms in duration.

The triadic-trial paradigm. Experimental sessions were comprised of trials arranged in cycling triads. During the leading
trial of each triad, the strength (pulse frequency) of the stimulation was set to the maximum the rat could tolerate,
whereas during the trailing trial, it was set to a negligibly rewarding value. The stimulation strength on offer during
each central (”test”) trial of the triads was also constant within a trial, but it varied across triads, and was selected at
random from a vector 3-14 elements in length.The maximum and minimum values of the vector were the strengths used
in the leading and trailing trials, respectively.

Electrochemistry. The extracellular DA concentration was measured by means of fast-scan cyclic voltammetry (FSCV).
Carbon-fiber microsensors were aimed at the nucleus accumbens (NAc), and an Ag/AgCl reference electrode was po-
sitioned 10.7 mm caudal to the NAc. Cyclic voltammograms were generated at 10 Hz by applying an 8.5 ms triangular
waveform that ramped from −0.4 V to +1.3 V and back to −0.4 V at a scan rate of 400 V/s. A modification of the
method of Kishida et al. [12] was used to extract DA concentrations: principal-component regression was substituted for
elastic-net regression.

Results and discussion
Fig. 4 shows empirical data from one rat, averaged over 19 sessions, from test trials during which the stimulation strength
was sampled randomly from a 14-element vector. Cumulative work time rises at a roughly constant rate, which de-
pends systematically on the strength of the rewarding stimulation. In 22 rats performing eICSS, we obtained 29 datasets
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Figure 4: eICSS: stable performance for
intermediate-strength electrical rewards

using test-trial stimulation-strength vectors 9 or 14 elements in length.
Like those in Fig. 4, the slopes of the cumulative work-time trajecto-
ries vary systematically as a function of stimulation strength and are
linear or mildly concave downwards. In no case do the data resemble
the simulated results in panel A of Fig. 2, which show initial accelera-
tion towards a constant terminal slope due to the unconditional RPE.
Instead, the results are consistent with panel B of Fig. 2, in which ter-
minal slopes are related systematically to reward strength, and with
the revised TDRL schema in Fig. 3. In the revised schema, stable per-
formance at intermediate levels is achieved because the TD signal can
null the input from the stimulation electrode, thus eliminating the RPE
and the firing of DA neurons that encodes it. To find out whether DA
release indeed ceases during stable eICSS performance at intermedi-
ate levels of performance, we measured DA release in the NAc during
eICSS by means of FSCV.

The FSCV recordings were obtained while the rat performed eICSS in
a simplified version of the triadic-trial paradigm. Only three stimula-
tion strengths were sampled on test trials: the High and Low values
were the same as on leading and trailing trials, respectively, whereas
the Med value was intermediate. Behavioral data from one rat, aver-
aged over two test sessions, are shown in panel B of Fig. 5. Again,
performance for the medium-strength (Med) reward is roughly stable over the course of the trial. Panel A shows the cor-
responding measurements of DA concentration, which are cumulations of the peak post-stimulation DA concentration
measured following delivery of each stimulation train (panel A of Fig. 6). According to the RPE-DA hypothesis, roughly
stable performance at intermediate work levels can be achieved only in the absence of persistent, recurring DA-mediated
RPEs. However, panel A of Figs. 5 and 6 show that stimulation-induced DA release continued throughout the eICSS trial,
thus calling the hypothesis into question.
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Figure 5: Concurrently acquired FSCV and behavioral data

Panel B of Fig. 6 shows that op-
tical stimulation of midbrain DA
neurons, like electrical stimula-
tion of the MFB (panel A), per-
sistently and reliably elicits tran-
sient increases in DA concentra-
tion. According to the RPE-
DA hypothesis, such transients
should alter action weights in the
manner depicted in panel A of
Fig. 2: when an intermediate-
strength reward is on offer during
the test trial, the cumulative work
trajectory should accelerate until
it achieves the maximum slope
that the rat’s physical capacity al-
lows. This is not what we found.
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Figure 7: Stable performance for medium-
strength optical activation of DA neurons

Fig. 7 shows data from a rat working for optical stimulation of mid-
brain DA neurons in the simplified triadic-trial paradigm. When the
reward strength was intermediate, a stable, linear work trajectory
is observed. Linear or slightly concave-downward trajectories were
also shown by five additional rats performing oICSS in the simpli-
fied triadic-trial paradigm. Like the eICSS data, these results call into
question a key aspect of the RPE-DA hypothesis, the notion that DA-
mediated RPEs cause changes in action weights.

Reconciling the results with the RPE-DA hypothesis. Peter Dayan
has proposed a way to reconcile the present findings with the RPE-
DA hypothesis. Could reward predictions come to decrease DA fir-
ing in unstimulated neurons, thus compensating for the excitation of
the subpopulation of DA neurons recruited by the stimulation? The
low baseline firing rate (3-5 spikes s−1) of DA neurons poses a prob-
lem for this proposal: the baseline is much closer to zero than to the
maximum firing rate. Thus, inhibition of multiple unstimulated DA
neurons would be required to compensate for the excitation of each
stimulated neuron. This would be difficult to achieve given the mas-
sive, bilateral recruitment of midbrain DA neurons by electrical MFB
stimulation. That said, this proposal merits rigorous experimental test.

Limitations. In the different versions of the triadic-trial paradigm,
stable behavioral data has been obtained from 26 rats performing working for electrical stimulation and 9 rats working
for optical stimulation. However, concurrent measurements of behavior and DA concentration have been carried out
successively in only two rats to date. Additional subjects must be tested, and the FSCV recording sites must be adjusted
in the light of recent findings showing functional specialization of NAc subregions [13].

Conclusion. The findings reported here raise serious questions about the causal component of the RPE-DA hypothesis
and provide several proofs of principle for novel ways to test this foundational idea.
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Abstract

Developing effective decision support systems for agriculture matters. Human population is likely to peak at close 11
billion and changing climate is already reducing yields in the Great Plains and in other fertile regions across the world.
With virtually all arable land already cultivated, the only way to feed the growing human population is to increase
yields. Making better decisions, driven by data, can increase the yield and quality of agricultural products and reduce
their environmental impact.

In this work, we address the problem of an apple orchardist who must decide how to control the population of codling
moth, which is an important apple pest. The orchadist must decide when to apply pesticides to optimally trade off apple
yields and quality with the financial and environmental costs of using pesticides. Pesticide spraying decisions are made
weekly throughout the growing season, with the yield only observed at the end of the growing season. The inherent
stochasticity driven by weather and delayed rewards make this a classical reinforcement learning problem.

Deploying decision support systems in agriculture is challenging. Farmers are averse to risk and do not trust purely
data-driven recommendations. Because weather varies from season to season and ecological systems are complex even
a decade worth of data may be insufficient to get good decisions with high confidence.

We propose a robust reinforcement learning approach that can compute good solutions even when the models or rewards
are not known precisely. We use Bayesian models to capture prior knowledge. Our main contribution is that we evaluate
which model and reward uncertainties have the greatest impact on solution quality.

Keywords: Natural Resources, Small Data, Markov Decision Process, Robust
Optimization.
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1 Introduction

Apple is the most consumed fruit in the USA. In 2015, an average person in the USA consumed about 115.4 pounds of
fresh and processed fruits and 24.7 pounds of apple in other forms such as juice, canned, frozen etc (USDA ERS, 2015).
One of the most problematic apple pests is the codling moth (Cydia Pomonella). If left unchecked, it can claim up to 95
percent of the seasons apple crops [8]. Common pest management actions are mostly dependent on chemical pesticides.
Avoiding the use of a pesticide improves the quality of an apple crop and increases profits but waiting too long after the
pest is detected can lead to a crop failure [4, 10, 11].

There is a need for effective decision support tools. However, developing cheap and effective strategies can be chal-
lenging because natural systems are complex, difficult to model, and expensive to observe [6]. Recently, reinforcement
learning has been used with great success to model such complex domains [7]. The drawback of using such techniques is
that they require data sets of appropriate size and accuracy. Even though thousands of samples can be generated using
domain simulators but any form of available data sets on the distribution of invasive species like pests tend to suffer
from biases and inaccuracy [5]. To make more effective and timely decisions, there is a need for decision support systems
that recommend safe actions in the face of limited and flawed data [1].

In this paper, we address the problem of an orchard manager who must decide, given a pest population level, whether
to apply pesticides, in order to maximize the value of the orchard over a finite time horizon. We can formulate the
management problem using the reinforcement learning methodology. The pesticide application policies must be based
on data consisting of imperfect observations of the pest population level. For our solutions to be immune to such data
and parameter uncertainties, there is a need for our method to be robust. A robust method will compute solutions that
trade-off brittle optimality for increased confidence.

We develop and evaluate a new method for robust reinforcement learning, which can reliably compute pest management
policies from imperfect observational data. They can determine pest control policies that are likely to work well even if
observations of pest population levels are scattered and does not resemble the true distribution accurately. To address
such uncertainties from data and parameters in a tractable way, we combine the flexibility of Bayesian modeling with
the computational tractability of robust optimization. We will be using the Bayesian modeling tool Stan to implement
our approach.

Unfortunately, planning directly with posterior distributions leads to intractable optimization problems [2, 3, 9]. We
are, instead, proposing to use the posterior distributions to construct the ambiguity set and then use tractable robust
optimization methods.

The contributions of this paper is to advance the understanding of uncertainty in reinforcement learning. Our research
provides new insights into the benefits and drawbacks of considering uncertainty given a specific problem structure.

2 Experiments and Results

Given our model, we compare the performance of different pesticide application schedules using threshold policies. A
threshold policy applies the pesticide only when the pest level exceeds the given threshold.

For each threshold policy π, we determine the best case, worst case, and average case scenario returns, when we apply
it to the set of different pest growth rates: λ. The pest growth rates λ are sampled from our Bayesian model. In addition,
we will also determine the robust return given our π and λ.

Let ρ(π, λ) be the return of policy π under the growth rate λ. Following are the mathematical definitions of each of our
objectives:

1. Best case scenario return: maxλ,ε,r ρ(π, λ)
2. Worst case scenario return: minλ,ε,r ρ(π, λ)
3. Average case scenario return: Eλ,ε,rρ(π, λ)
4. Robust return: maxπminλ,ε,r ρ(π, λ)

According to Figure 1(a), we plot the graph where we only consider the uncertainty of the growth rate λ. Since the best,
worst, and average cases have similar optimal threshold policies, the robustness does not really make a difference com-
pared to the regular approach. All objectives suggest the farmer to always spray the plant because the lower threshold
has a higher reward. The intuition of the policy is, if a farmer always sprays pesticide to their apples, the number of
moths will be the least and they will likely to get a good apple and a high reward (revenue).

However, this is not realistic, spraying pesticides frequently could damage the soil or your plant which is the cost that
our model does not capture. The second issue of the simulation and our model did not capture, is when an apple
turns bad, some of the damage of an apple is not reversible, we could kill the moth in the apple but the apple will still
remain damage. Therefore, to make the reward function more realistic, we included 2 variables (i) cost of spraying and
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(a) Uncertainty of Growth Rate λ (b) Added Uncertainty of Cost and Penalty

Figure 1: Returns as a Function of Application Threshold

(ii) irreversible financial penalty for infected apples. Since we do not know the real underlying cost for spraying and
irreversible penalty we created a distribution of possible cost and explore the effect of the cost.

In Figure 1(b), we depict the costs of spraying and an irreversible penalty for a bad apple to make the model more
realistic. After we added the cost of spraying and penalty for irreversible apple damage, we can see that the robust
policy which maximizes the worst case and the regular approach which maximize the average case are totally different
to each other.

3 Conclusion

To conclude, robust optimization is not always necessary if we have uncertainty on a linear function. However, robust
optimization is crucial if we have uncertainty in other types of function. From our experiment, we show the importance
to identify and define the uncertainties of all important factors in a model, which otherwise could lead to a very different
solution. An example is the solutions determined by our model where after defining the cost of spraying and penalty for
infected apples, we can see an obvious change in policy.
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Abstract

Model-based Reinforcement Learning approaches have the promise of being sample efficient. Much of the progress in
learning dynamics models in RL has been made by learning models via supervised learning. There is enough evidence
that humans build a model of the environment, not only by observing the environment but also by interacting with the
environment. Interaction with the environment allows humans to carry out experiments: taking actions that help uncover
true causal relationships which can be used for building better dynamics models. Analogously, we would expect such
interactions to be helpful for a learning agent while learning to model the environment dynamics. In this paper, we
build upon this intuition, by using an auxiliary cost function to ensure consistency between what the agent observes (by
acting in the real world) and what it imagines (by acting in the “learned” world). We consider several tasks - Mujoco
based control tasks and Atari games - and show that the proposed approach helps to train powerful policies and better
dynamics models.
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1 Introduction

Reinforcement Learning (RL) consists of two fundamental problems: learning and planning. Learning refers to improving
the agent’s policy by interacting with the environment while planning refers to improving the policy without interacting
with the environment. These problems evolve into the dichotomy of model-free methods (which primarily rely on learning)
and model-based methods (which primarily rely on planning). While model-free methods have shown many successes
[1, 2, 3], their high sample complexity remains a major challenge. In contrast, model-based RL methods aim to improve
the sample efficiency by learning a dynamics model of the environment. But these methods have several caveats. If the
policy takes the learner to an unexplored state in the environment, the learner’s model could make errors in estimating
the environment dynamics, leading to sub-optimal behavior. This problem is referred to as the model-bias problem [4].

To make predictions about the future, dynamics models are unrolled step by step leading to “compounding errors”
[5, 6]: an error in modeling the environment at time t affects the predicted observations at all subsequent steps. In
the model-based approaches, the dynamics model is usually trained with supervised learning techniques and the state
transition tuples (collected as the agent acts in the environment) become the supervising dataset. Hence the process of
learning the model has no control over what kind of data is produced for its training. That is, from the perspective of
learning the dynamics model, the agent just observes the environment and does not “interact” with it. On the other
hand, there’s enough evidence that humans learn the environment dynamics not just by observing the environment but
also by interacting with the environment [7, 8]. Interaction is useful as it allows the agent to carry out experiments in the
real world which is clearly a desirable characteristic when building dynamics models.

This leads to an interesting possibility. Consider a learning agent training to optimize an expected returns signal in a
given environment. At a given timestep t, the agent is in some state st ∈ S (State space). It takes an action at ∈ A (action
space) according to its policy at ∼ πt(at|st), receives a reward rt (from the environment) and transitions to a new state
st+1. The agent is trying to maximize its expected returns and has two pathways for improving its behaviour:

1. Close-loop path: The agent interacts with the environment acting in the real world at every step. The agent starts
in state s0 and is in state st at time t. It chooses an action at to perform (using its policy πt), performs the chosen
action, and receives a reward rt. It then observes the environment to obtain the new state st+1, uses this state to
decide which action at+1 to perform next and so on.

2. Open-loop path: The agent interacts with the learned dynamics model by imagining to act and predicts the future
observations (or future belief state in case of state space models). The agent starts in state s0 and is in state st at
time t. Note that the agent “imagines” itself to be in state sIt and can not access the true state. It chooses an action
at to perform (using its policy πt), acts in the “learner’s” world (dynamics model) and imagines to transition
to the new state sIt+1. The current “imagined” state is used to predict the next “imagined” state. During these
“imagined” roll-outs, the agent only interacts with the learner’s “world” and not with the environment.

The agent could use both the pathways simultaneously. It could, in parallel, (i) build a model of the environment (dy-
namics model) and (ii) engage in interaction with the real environment as shown in Figure 1. As such, the two pathways
may not be consistent given the challenges in learning a multi-step dynamics model. By consistent, we mean the behavior
of state transitions along the two paths should be indistinguishable. Had the two pathways would be consistent and we
could say that the learner’s dynamics model is grounded in reality. To that end, our contributions are the following:

1. We propose to ensure consistency by using an auxiliary loss which explicitly matches the generative behavior
(from the open loop) and the observed behavior (from the closed loop) as closely as possible.

2. We evaluate our approach on 7 Mujoco based continuous control tasks and 4 Atari games and observe that the
proposed approach helps to train more powerful policies.

3. We compare our proposed approach to the state-of-the-art state space models [9] and show that the proposed
method outperforms the sophisticated baselines despite being very straightforward.

2 Consistency Constraint

We impose the consistency constraint by encoding the state transitions (during both open-loop and closed-loop) into
fixed-size real vectors using recurrent networks and enforce the output of the recurrent networks to be similar in the
two cases. Encoding the sequence can be seen as abstracting out the per-step state transitions into how the dynamics of
the environment evolve over time. This way, we do not focus on mimicking each state but the high-level dynamics of
the state transitions and the dynamics model focuses only on information that makes the multi-step predictions indistin-
guishable from the actual observations from the environment (figure 1). We minimize the L2 error between the encoding
of predicted future observations as coming from the learner’s dynamics model (during open-loop) and the encoding of
the future observations as coming from the environment (during closed loop).
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Figure 1: The agent, in parallel, (i) Builds a model of the world and (ii) Engages in an interaction with the world. The
agent can now learn the model dynamics while interacting with the environment. We show that making these two
pathways consistent helps in simultaneously learning a better policy and a more powerful generative model.

Let us assume that the agent started in state s0 and that a0:T−1 denote the sequence of actions that the agent takes in the
environment from time t = 0 to T−1 resulting in state sequence s1:T that the agent transitions through. Alternatively, the
agent could have “imagined” a trajectory of state transitions by performing the actions a0:T−1 in the learner’s dynamics
model. This would result in the sequence of states sI1:T . The consistency loss is computed as follows:

lcc(θ, φ) = ‖enc(s1:T ))− enc(sI1:T ))‖ (1)
where ‖‖ denotes the L2 norm, enc(s1:T )) = RNN([s1, s2, ..., sT ]) and enc(sI1:T )) = RNN([sI1, s

I
2, ..., s

I
T ]). The agent

which is trained with the consistency constraint is referred to as the consistent dynamics agent. The overall loss for such a
learning agent can be written as follows:

ltotal(θ, φ) = lrl(θ, φ) + αlcc(θ, φ) (2)

θ refers to the parameters of the agent’s transition model f̂ and φ refers to the parameters of the agent’s policy π. The
first component, lrl(θ, φ), corresponds to the RL objective i.e maximizing expected return and is referred to as the RL loss.
The second component, lcc(θ, φ), corresponds to the loss associated with the consistency constraint and is referred to as
consistency loss. α is a hyper-parameter to scale the consistency loss component with respect to the RL loss.

We consider both observation space models (where the environment is modeled as a Markov Decision Process) and
state-space models where the learning agent encodes the observation into a high-dimensional latent space. State space
models are useful when the observation space is high dimensional, as in case of pixel-space observations. For the state
space models, the agent learns to model the environment dynamics in the latent space.

3 Rationale Behind Using Consistency Loss

Our goal is to provide a mechanism for the agent to have a direct “interaction” between the policy and the dynamics
model. This interaction is different from the standard RL approaches where the trajectories sampled by the policy are
used to train the dynamics model. In those cases, the model has no control over what kind of data is produced for its
training and there is no (“direct”) mechanism for the dynamics model to affect the policy, hence a “direct interaction”
between the policy and the model is missing. A practical instantiation of this idea is the consistency loss where we ensure
consistency between the predictions (from the dynamics model) and the actual observations (from the environment). This
simple baseline works surprisingly well compared to the state-of-the-art methods (as demonstrated by our experiments).

Our approach is different from just learning a k-step prediction model as in our case, we have two learning signals for the
policy: The one from the reinforcement learning loss (to maximize return) and the other due to consistency constraint.
This provides a mechanism where learning a model can itself change the policy (thus “interacting” with the policy).
In the standard case, the state transition pairs (collected as the agent acts in the environment) become the supervising
dataset for learning the model and there is no feedback from the model learning process to the policy.

4 Experimental Results

We evaluate how well does the proposed Consistent Dynamics model compares against the state-of-the-art approaches
for observation space models and state space models. All the results are reported after averaging over 3 random seeds.
Note that our simplistic approach outperforms the state-of-the-art Learning to Query model [9].

2
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4.1 Observation Space Models
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Figure 2: Comparison of the average episodic returns, for Mb-Mf agent and consistent dynamics agent on the Ant, Hu-
manoid, Half-Cheetah and Swimmer environments (respectively). Note that the results are averaged over 100 batches
for Ant, Humanoid and Half-Cheetah and 10 batches for Swimmer.

We use the hybrid Model-based and Model-free (Mb-Mf ) algorithm [10] as the baseline model. The policy and the
dynamics model are learned jointly. We consider 4 Mujoco environments from RLLab [11]: Ant (S ∈ R41, A ∈ R8),
Humanoid (S ∈ R142, A ∈ R21), Half-Cheetah (S ∈ R23, A ∈ R6) and Swimmer (S ∈ R17, A ∈ R3). For computing the
consistency loss, the learner’s dynamics model is unrolled for k = 20 steps and GRU model is used[12].

Figure 2 compares the average episodic returns for the baseline Mb-Mf model (does not use consistency loss) and the
proposed consistent dynamics model (Mb-Mf model + consistency loss). Using consistency helps to learn a better policy
in fewer updates for all the environments. We also study the effect of changing k (during training) (k ∈ {5, 10, 20}) and
observe that a higher value of k (k = 20) leads to better returns for all the tasks.

4.2 State Space Models

We use the state-of-the-art Learning to Query model [9] as the baseline. We train an expert policy for sampling high-reward
trajectories which are used to train the policy (using imitation learning) and the dynamics model (by max-likelihood).
We consider 3 continuous control tasks from the OpenAI Gym suite [13]: Half-Cheetah, Fetch-Push and Reacher. During
the open loop, the dynamics model is unrolled for k = 10 steps for Half-Cheetah and k = 5 for other tasks.
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Figure 3: Comparison of imitation learning loss for the Consistent Dynamics agent (ie Learning to Query agent + consistency
loss) and the baseline (just Learning to Query) for Half-Cheetah and Reacher environments. The plot for Fetch-Push
environment is in the appendix. The bars represents the values corresponding to the trained agent, averaged over the
last 50 batches of training. Using consistency constraint leads to a more powerful policy.

In figure 3, we compare the imitation learning loss for the Consistent Dynamics agent (Learning to Query agent with
consistency loss) and the baseline (Learning to Query agent) and show that consistency constraint helps to learn a more
powerful policy. Sampling from recurrent dynamics model is prone to compounding errors as even small prediction errors
can compound when sampling for a large number of steps. We evaluate the robustness of the proposed model by
unrolling the model for much longer (50 timesteps) than it was trained on (10 timesteps). We observe that the auxiliary
cost (which is not solely focused on predicting the next observation) helps to learn a better model

4.3 Atari Environment

We evaluate the proposed approach on Atari games [14] using A2C as the baseline model and by adding consistency
loss to A2C to obtain the Consistent Dynamics model. Specifically, we consider four environments - Seaquest, Break-
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Figure 4: Comparison of average episodic return on four Atari environments (Seaquest, Breakout, MsPacman and Frost-
bite respectively), for the Consistent Dynamics agent (ie A2C agent + consistency loss) and the baseline (just A2C). Using
consistency constraint leads to a more powerful policy. Note that the results are average over 100 episodes.

out, MsPacman, and Frostbite and show that the proposed approach is more sample efficient as compared to the A2C
approach thus demonstrating the applicability of our approach to different environments and learning algorithms.

5 Conclusion

In this work, we formulate a way to ensure consistency between the predictions of a dynamics model and the real
observations from the environment thus allowing the agent to learn powerful policies. We apply an auxiliary loss which
encourages the state transitions in the actual environment to be indistinguishable from state transitions in the learner’s
dynamics model. We consider both observation space and state space models and show that the proposed method
outperforms the sophisticated baselines despite being quite simple.
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Abstract 

We apply an attractor neural-network model to experiments on monkeys who decide which direction tokens 
are moving, while firing rates of large numbers of neurons in premotor cortex are being recorded. Using 
pools of artificial excitatory and inhibitory neurons, our network model accurately simulates the neural 
activity and decision behavior of the monkeys. Among the simulated phenomena are decision time and 
accuracy, commitment, patterns of neural activity in trials of varying difficulty, and an urgency signal that 
builds over time and resets at the moment of decision.  
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1     Introduction 

We focus on simulating experiments tracking neural firing in a pair of Macaque monkeys who were trying to 
decide the predominant direction in which a population of 15 jumping tokens were moving, to the left or 
right, under three levels of trial difficulty (Thura & Cisek, 2014). The monkeys were rewarded with juice if 
they correctly predicted the direction. Neural activity recordings were taken from individual neurons in the 
dorsal premotor (PMd) and primary motor cortex (M1). During deliberation, activity in both cortical regions 
tracked token movement information and combined it with a growing urgency signal that predicted the end 
of a trial. Neural activity responded to changes in token jumps. Approximately 280 ms before reach onset, 
PMd activity tuned to the selected target reached a consistent peak while activity tuned to the unselected 
target was suppressed.  
Easy, ambiguous, and misleading trials were classified post hoc from fully random trials. The monkey’s 
reaches were earlier in easy trials than in difficult or misleading trials. There was also a trend for decisions to 
be made at a lower level of accuracy as time passed. Both monkeys and humans (Cisek, Puskas, & El-Murr, 
2009) performing this task decreased their accuracy criterion over time. Other work suggested that this was 
due to a growing urgency signal (Churchland, Kiani, & Shadlen, 2008; Cisek et al., 2009; Standage, You, Wang, 
& Dorris, 2011). Faced with a time sensitive decision, there is an increased need to act as the deadline looms. 

2   Methods 

2.1  Network Architecture 

We simulate the monkey experiment (Thura & Cisek, 2014) with a custom, attractor neural-network having 
two pools of excitatory units each tuned to a particular decision (left vs. right). Each token jump sends an 
excitatory signal to the pool that is tuned to a particular side. Each of the two excitatory pools, in turn, excites 
its own pool of inhibitory units, which send inhibitory signals to the opposing excitatory pool. These differing 
numbers correspond to the approximate ratio of excitatory to inhibitory brain neurons (Song, Yang, & Wang, 
2016). Such attractor networks have been used to simulate both decision-making and working-memory 
phenomena in a variety of contexts (Grossberg, 1982; Wang, 2009). 

 
Figure 1: Network architecture  

2.2    Inputs 

A trial consists of a randomly generated sequence of a total of 15 left or right token jumps. A jump is simulated 
by presenting a 1 to the excitatory pool that is tuned to the corresponding side. We control level of difficulty 
by the proportions of token jumps to each side. The proportion of tokens jumping toward the correct side and 
incorrect side for easy, medium, and hard difficulty are 0.8 and 0.2, 0.7 and 0.3, and 0.55 and 0.45, respectively. 
Each time cycle is represented by one token jump. 

2.3    Connection weights and activation changes 

Units within each excitatory pool are fully interconnected with connection weights of .0325. The 75 excitatory 
units in each pool send excitatory signals to a linked pool of 25 inhibitory units to which they are fully and 
unidirectioanlly connected, with connection weights of .15. These inhibitory units are not inter-connected, but 
send inhibitory signals to the opposite excitatory pool due to weights of -.06, also unidirectionally.  
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At decision time, the excitatory pool with the higher activation is considered the chosen side, and the 
suppressed excitatory pool is the unchosen side. A unit’s activation level is updated by taking its net input 
and applying an excitatory or inhibitory shifted sigmoidal activation function scaled by our urgency function. 
The excitatory activation function is shifted such that activation is at rest when net input is 0. Inhibitory unit 
activations stem from positive excitatory units and positive weights, and have a minimum net activation of 
0. To ensure that inhibitory units can have activations ranging from 0-1, we shift the curve such that activation 
is also 0 when net input is 0. The urgency signal is modulated by time and the absolute difference of tokens 
at each of the two sides.  
Each time cycle, 150 excitatory units are randomly selected, with replacement, to be updated.  When an 
excitatory unit is updated, its 25 corresponding inhibitory units are then updated. At the end of each time 
cycle, the units decay according to a decay rate.  

2.4  Simulations 

We run our model for single decision trials and commitment tests. We analyze time to decision, activation 
levels, and commitments, and compare simulation results to monkey results (Thura & Cisek, 2014). To test 
whether commitment is reached, we fix the current value of urgency at decision time and continue the current 
trial. After 15 token jumps, the same network continues with another 15 jumps, using an easy trial favoring 
the alternate target.  

3    Results 

3.1  Activation patterns for single decisions  

Activation patterns behave much the same at each level of difficulty. As seen in Figure 2B, activation in an 
excitatory pool increases when a token moves to that side, and decreases for the alternate excitatory pool. As 
seen in Figure 2A, there is a gradual buildup to an activation peak at decision, and mean peak activation for 
increasing difficulty is 0.39, 0.39, and 0.38 for the selected pool and 0.1 for suppressed pool. Immediately after 
the peak, activation quickly returns back to baseline (driven by resetting urgency). The network’s activation 
fluctuates based on the remaining evidence. This pattern is consistent with the monkey evidence (Thura & 
Cisek, 2014). 

3.2  Decision time and decision correctness 

To determine whether the model differentiates between levels of difficulty, we test the three levels of difficulty 
and record the decision time and the percentage of choosing the correct target. Mean decision times (in cycles), 
are 6.35 for easy, 7.7 for medium, and 9.3 for hard trials. A 1-way ANOVA linear trend test is significant, F(1, 
57) = 20.4, p < .001. With an LSD multiple comparison, all three means differ from each other, ps < .05, thus 
simulating the monkey data.   
A                               B 

                 
Figure 2: A) Activation levels for three single replications, illustrating the timing of activation peaks and 
resetting of urgency at decision. B) Example of excitatory activations in a medium trial, along with token 
jumps at each time cycle. Activation follows the evidence presented, and reaches a peak at decision before 
returning back to baseline.  
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Decisions are more accurate simpler trials, reproducing the trend in the monkey data. Over 20 trials, the model 
selects the correct target in 100% of easy trials, 95% of medium trials, and 65% of hard trials. Overall !"2(2) = 
12.4, p < .005. For hard trials vs. the rest, #"2(1) = 12.1, p < .001.  
3.3  Commitment 
To determine if commitment is reached at decision time, we test to see if the network falls into a stable attractor 
state. Activation in the selected excitatory pool rises until it reaches an asymptote, falling into a stable 
attractor, where contradictory new evidence over the last 15 cycles does not change the initial decision. To 
assess whether commitment varies with trial difficulty, we do a one-way ANOVA of last cycle activation in 
the winning excitatory pool with trial difficulty as the between-replication factor, F(1, 57) = 719, p < .001, 
$%&'()&*" 	= .96. All three means differ from each other by the LSD test, ps < .001. Although there is no 
comparable measure of commitment in the monkey data, this simulation result confirms the attractor 
characteristics of our model.  

4   Discussion 
Our results show that an attractor neural network with a pair of excitatory and inhibitory pools with a winner-
take-all competition mediated by mutual inhibition provides a computationally sufficient way to simulate 
dynamic decisions in continually changing environments. Our neural attractor algorithm accurately 
simulates several empirical results seen in monkey experiments (Thura & Cisek, 2014): (1) an activity pattern 
of rising in one of two pretuned pools of excitatory neurons, (2) the correctness and latency of decisions made 
in various trial types, (3) approximately uniform activation levels reached in trials of varying difficulty. 
There are a few additional phenomena in the monkey results that we have not yet tried to simulate, including 
a comparison of fast vs. slow blocks of trials, the effects of misleading evidence and analyze activation changes 
in the pools of inhibitory units. Analogously,  the study of inhibitory neurons in neural recording experiments 
have not yet documented the functioning of inhibitory neurons. A study of inhibitory pools in our models 
could furnish useful predictions for monkey inhibitory neurons in neural recording experiments.  
The current model is limited to binary decisions, whereas many realistic decisions involve more than two 
options.  Recent eye-tracking research has found that humans decide among multiple options by making 
pairwise comparisons of options (Noguchi & Stewart, 2014). It could be interesting to implement such 
pairwise comparisons to simulate multi-option decision making. It has been proposed that there are dedicated 
brain circuits for processing binary decisions (Wang, 2009). Perhaps these circuits could also process multiple 
options using a pairwise method.  
Although there are widely accepted models for simulating binary decision tasks that would produce similar 
results, our model offers a biologically detailed neural mechanism for making committed decisions based on 
continually changing evidence and confirms the role of urgency in such decisions. Additionally, this model 
will serve as a prediction for the role of inhibitory units in an urgency gating, attractor model. Two pools of 
excitatory neurons each compete through mutual inhibition. A decision is made when the excitatory activity 
of one pool suppresses the other excitatory pool.  
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Abstract

We develop reinforcement learning (RL) algorithms for a class of multi-agent systems called mean-field teams (MFT).
Teams are multi-agent systems where agents have a common goal and receive a common reward at each time step. The
team objective is to maximize the expected cumulative discounted reward over an infinite horizon. MFTs are teams
with homogeneous, anonymous agents such that the agents are coupled in their dynamics and rewards through the
mean-field (i.e., empirical distribution of the agents’ state). In our work, we consider MFTs with a mean-field sharing
information structure, i.e., each agent knows its local state and the empirical mean-field at each time step. We obtain a
dynamic programming (DP) decomposition for MFTs using a decomposition approach from literature called the common
information approach, which splits the decision making process into two parts. The first part is a centralized coordination
rule that yields the second part, which are prescriptions to be followed by each agent based on their local information.
We develop an RL approach for MFTs under the assumption of parametrized prescriptions. We consider the parameters
as actions and use conventional RL algorithms to solve the DP. We illustrate the use of these algorithms through two
examples based on stylized models of the demand response problem in smart grids and malware spread in networks.

Keywords: Reinforcement learning, mean-field teams, multi-agent reinforce-
ment learning.
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1 Introduction

In this paper, we look at reinforcement learning in cooperative multi-agent systems. Several algorithms for multi-agent
reinforcement learning have been proposed in the literature [2–4, 9–12, 18–21]. These algorithms perform well on certain
benchmark domains but there is little theoretical analysis on whether these algorithms converge to a team optimal solution.
In this paper, we present a different view on multi-agent reinforcement learning. Our central thesis is that multi-agent
systems for which the team optimal planning solution can be obtained by dynamic programming [13–15], it should be
straightforward to translate these dynamic programs to reinforcement learning algorithms.

2 Model

Consider a multi-agent team with n agents, indexed by the set N = {1, . . . , n}. The team operates in discrete time for an
infinite horizon. Let Xi

t ∈ X and U it ∈ U denote the state and action of agent i ∈ N at time t. Note that the state space X
and action space U are the same for all agents. For ease of exposition, we assume that X and U are finite sets. Given a vector
x = (x1 . . . xn) ∈ Xn of length n, let ξ(x) denote the mean-field (or empirical distribution) of x, i.e., ξ(x) = 1

n

∑
i∈N δxi .

Let Zt = ξ(Xt) denote the mean-field of the team at time t and Z denote the space of space of realizations of Zt. Note that
Z has at most (n+ 1)|X | elements. Let ({xt}t≥0, {ut}t≥0) denote a realization of ({Xt}t≥0, {Ut}t≥0) and let zt = ξ(xt). We
assume that the initial states of all agents are independent, i.e., P(X0 = x0) =

∏
i∈N P(Xi

0 = xi0) =:
∏
i∈N P0(xi0), where

P0 denotes the initial state distribution of agents. We assume that the global state of the system evolves in a controlled
Markov manner, i.e., P(Xt+1 = xt+1 | X0:t = x1:t, U0:t = u0:t) = P(Xt+1 = xt+1 | Xt = xt, Ut = ut). All agents are
exchangeable, so the state evolution of a generic agent depends on the states and actions of other agents only through the
mean-fields of the states, i.e., for agent i:

P(Xt+1 = xt+1 | Xt = xt, Ut = ut) =
∏

i∈N
P(Xi

t = xit, U
i
t = uit, Zt = zt) =:

∏

i∈N
P (xit+1 | xit, uit, zt),

where P denotes the control transition matrix. Combining all of the above, we have

P(Xt+1 = xt+1 | X0:t = x0:t, U0:t = u0:t) =
∏

i∈N
P (xit+1 | xit, uit, zt). (1)

The system has mean-field sharing information-structure, i.e., the information available to agent i is given by: Iit = {Xi
t , Zt}.

We assume that all agents use identical (stochastic) control law: µt : X × Z → ∆(U) to choose the control action at time t,
i.e., U it ∼ µt(Xi

t , Zt). Let µ = (µ1, µ2, . . . ) denote the team policy for all times. Note that, in general, restricting attention to
identical policies may lead to a loss of optimality. See [1] for an example. Nonetheless, identical policies are attractive for
reasons of fairness, simplicity, and robustness.

The team receives a per-step reward given by: Rt ∼ r(Xt,Ut). Given strategy µ = (µ1, µ2, . . . ) the expected total reward
incurred by the team is given by:

J(µ) = Eµ
[ ∞∑

t=0

γtRt

]
, (2)

where γ ∈ (0, 1) is the discount factor. The objective is to choose a policy µ to maximize the performance J(µ) given by (2).

3 Solution approach

The mean-field team model formulated above is a multi-agent team problem with non classical information structure. A
planning solution of this model was presented in [1], which we summarize below for completeness. We then present a
framework for using reinforcement learning in such models.

3.1 Planning solution for mean-field teams

Given any policy µ = (µ1, µ2, . . . ) and any realization, z = (z1, z2, . . . ) of the mean-field, define prescriptions ht : X → ∆(A)
given by ht(x) = µt(x, zt), ∀x ∈ X . LetH denote the space of all such prescritions. When the mean field trajectory is a
random process, the prescriptions ht is a random vector which we denote Ht. The results of [1] relies on the following two
key properties. Let (z1:t+1, h1:t) denote any realization of (Z1:t+1, H1:t). We have:

1. {Zt}t≥1 is a controlled Markov process with control action ht, i.e., Pµ(Zt+1 = zt+1 | Z1:t = z1:t, H1:t = h1:t) =
P(Zt+1 = zt+1 | Zt = zt, Ht = ht). Note that the right hand side does not depend on the choice of de-
cision rule µ. Furthermore, the right hand side can be simplified as: P(Zt+1 = zt | Zt = zt, Ht = ht) =∑
xt+1:ξ(xt+1)=zt+1

∏
i∈N P (xit+1 | xit, ht(xit), zt), where xt is any state such that ξ(xt) = zt.

1
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2. The expected per-step reward simplifies as follows. E[r(Xt,Ut)|Z1:t, H1:t] = E[r(Xt,Ut)|Zt, Ht] =: r̃(Zt, Ht).

It is shown in [1] that these two properties imply that the optimal policy µ can be identified as follows.

Theorem 1 Let V : Z → R be the unique bounded fixed point of the following equation:

V (z) := max
h∈H

E[r̃(z, h) + γV (Zt+1)|Zt = z,Ht = h]. (3)

Let ψ(z) be an arg max of the right hand side of (3). Then the policy, µ(x, z) = ψ(z)(x), is an optimal policy for Problem (2). 2

The action space H of the above dynamic program is all functions functions from X to ∆(U). We assume that H is
approximated by some family of parametrized functions HΦ = {hφ}φ∈Φ (where Φ is a compact and convex set) such
as Gibbs/Boltzmann functions or neural networks. With such a parametrization, the dynamic program of (3) may be
approximated as:

V (z) = max
φ∈Φ

E[r̃(z, hφ) + γV (Zt+1) | Zt = z,Ht = hφ] (4)

Let ψ̂(z) be an arg max of the right hand side of (4). Then the policy, µ(x, z) = hψ̂(z)(x), is the best policy for Problem (2)
when µt(·, zt) is restricted to belong toHΦ.

3.2 Reinforcement learning for mean-field teams (MFT-RL)

In this section, we present a reinforcement learning algorithm for the special case where the reward is a cumulative
reward, i.e., Rt = 1

n

∑
i∈N R

i
t, where Rit ∼ r̂(Xi

t , U
i
t , Zt). We assume that we have access to a simulator for P (· | xit, uit, zt)

and r̂(xit, u
i
t, zt). This simulator is for a generic agent and takes the current local state, current local action and current

mean-field as input and generates a sample of the local next state and the total reward as output. Using n copies of this
simulator, we create a simulator for the mean-field dynamics. We start with n agents with initial local state sampled
according to P0. We assume that all these agents use a common stochastic policy ψ̂ : Z → Φ to generate prescription
parameters φt ∼ ψ̂(zt). Given this sampled value of φt, each agent independently samples a control action uit ∼ hφt(x

i
t).

The actions uit of agent i and the current mean-field zt are given as input to the ith simulator and the sampled output
(Xi

t+1, R
i
t) are averaged to obtain (Zt+1, Rt). Thus, we have a simulator with internal state zt. This simulator takes φt as

an input and gives (Zt+1, Rt) as sampled next mean-field state and reward. Thus, this is a simulator for P (zt+1 | zt, hφt
)

and r̃(zt, hφt
). We can use this simulator with any standard RL algorithm to find the optimal policy for the dynamic

program (4). In our experiments below, we use TRPO [16], PPO [17] and NAFDQN [5].

4 Numerical experiments

4.1 Benchmark domains

We consider the following domains to illustrate different decentralized reinforcement learning algorithms.

4.1.1 Demand response in smart grids

This is a stylized model for demand response in smart grids [1]. The system consists of n agents, where X = {0, 1},
U = {∅, 0, 1},

P (· | ·, ∅, z) = M (5)
P (· | ·, 0, z) = (1− ε1) [ 1 0

1 0 ] + ε1M (6)
P (· | ·, 1, z) = (1− ε2) [ 0 1

0 1 ] + ε2M, (7)

where M denotes the “natural” dynamics of the systems and ε1 and ε2 are small positive constants.

The per-step reward is given by: Rt = −
(

1
n

∑
i∈N

(
c01{Ui

t=0} + c11{Ui
t=1}

)
+ KL(Zt‖ζ)

)
, where c0 and c1 are costs for

taking actions 0 and 1 respectively, ζ is a given target distribution and KL(Zt‖ζ) denotes the Kullback-Leibler divergence
between Zt and ζ. In our experiments, we consider we consider a system with n = 100 agents, initial state distribution
P0 = [1/3, 2/3], M = [ 0.25 0.75

0.375 0.625 ], c0 = 0.1, c1 = 0.2, ζ = [0.7, 0.3], ε1 = ε2 = 0.2 and discount factor γ = 0.9.
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Figure 1: Demand response domain (25 independent runs).
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Figure 2: Malware spread domain (15 independent runs).

4.1.2 Malware spread in networks

This is a stylized model for malware spread in networks [6–8]. The system consists of n agents where X = [0, 1], U = {0, 1}.
The dynamics are given by:

Xi
t+1 =

{
Xi
t + (1−Xi

t)ωt, for Ut = 0,

0 for Ut = 1,

where ωt ∼ Uniform[0, 1]. The per-step reward is given by: Rt = −
(

1
n

∑
i∈N (k + 〈Zt〉)Xi

t + λU it

)
, where 〈Zt〉 denotes

the average of Zt, and λ is the cost of taking action 1. In our experiments, we consider k = 0.2, initial state distribution
P0 = Uniform(X ), λ = 0.5 and discount factor γ = 0.9. For the simulation, we discretize the state space into 11
bins—0, 0.1, . . . , 1.

4.2 Simulation results

We consider three variants of MFT-RL algorithms, which use different RL algorithms for the mean-field system—TRPO,
PPO and NAFDQN. Figure 1 shows the result for the demand response domain and Figure 2 shows the result for the
malware spread domain. For each of the MFT-RL algorithms, the dark line shows the median performance and the shaded
region shows the region between the first and third quartiles across multiple independent runs. For the demand response
domain we also show the optimal performance obtained using the value iteration algorithm presented in [1]. All these
variants of MFT-RL algorithms converge almost to the optimal value.

4.3 Mean-field approximations

Mean-field approximations are a common approach to simplify the planning solution of mean-field coupled systems. The
main idea is to approximate a large population system with an infinite population system, find the optimal policy for the
infinite population system and use that policy in the finite population system. Under appropriate regularity conditions, it
can be shown that such an approximate policy is ε-optimal where ε is O(1/n) or O(1/

√
n). Such approximations rely on

the system model and are not appropriate in the learning setup. However, the mean-field approximation results suggest
some form of continuity in the optimal policy as the number of agents becomes large. This motivates us to investigate the
reverse question. Can we find an approximate policy for a n−agent mean-field team by running MFT-RL on m agents,
where m < n?

We investigate this idea in the demand response domain. We use MFT-RL for m = 100 agents using TRPO and PPO, and
use the resultant policy in the systems with n > 100 agents. We compare this performance with optimal planning solution
obtained using value iteration. The results are shown in Figure 3. This shows that the policy obtained for the 100 agent RL
environment performs reasonably well in environments with larger number of agents as well.

5 Conclusion

There are many results in the Dec-POMDP/decentralized control literature where a team optimal solution can be obtained
using dynamic programming. Our central thesis is that for such models one can easily translate the dynamic program to a
reinforcement learning algorithm. We illustrate this point by using mean-field teams as an example. This allows us to use
standard off-the-shelf RL algorithms to obtain solutions for some MARL setups. The numerical results show that standard
single agent RL algorithms work for RL for MFTs.
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Figure 3: Performance of policy obtained in 100 agent system in systems with larger number of agents.
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Abstract

The standard approach for modeling partially observed systems is to model them as partially observable Markov deci-
sion processes (POMDPs) and obtain a dynamic program in terms of a belief state. The belief state formulation works
well for planning but is not ideal for learning because the belief state depends on the model and, as such, is not observable
when the model is unknown.

In this paper, we present an alternative notion of an information state for obtaining a dynamic program in partially
observed models. In particular, an information state is a sufficient statistic for the current reward which evolves in a
controlled Markov manner. We show that such an information state leads to a dynamic programming decomposition.
Then we present a notion of an approximate information state and present an approximate dynamic program based on
the approximate information state. Approximate information state is defined in terms of properties that can be estimated
using sampled trajectories. Therefore, they provide a constructive method for reinforcement learning in partially ob-
served systems. We present one such construction and show that it performs better than the state of the art for three
benchmark models.

Keywords: Partially observable Markov decision processes; reinforcement
learning; planning; approximate information state.
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1 Introduction

The theory of Markov decision processes focuses primarily on systems with full state observation. When systems with
partial state observations are considered, they are converted to systems with full state observations by considering the
belief state (which is the posterior belief on the state of the system given the history of observations and actions). Al-
though this leads to an explosion in the size of the state space, the resulting value function has a nice property—it is
piecewise linear and convex in the belief state [14]—which is exploited to develop efficient algorithms to compute the
optimal policy [9, 13]. Thus, for planning, there is little value in studying alternative characterizations of partially ob-
served models.

However, the belief state formulation is not as nice a fit for learning. Part of the difficulty is that the construction of
the belief state depends on the system model. So, when the system model is unknown, the belief state cannot be con-
structed using the observations. Therefore, critic based methods are not directly applicable. There are some results that
circumvent this difficulty [3, 7, 10]. However, many of the recent results suggest that using RNNs (Recurrent Neural
Networks [12]) or LSTMs (Long Short Term Memories [8]) for modeling the policy function (actor) and/or the action-
value function (critic) works for reinforcement learning in partially observed systems [1, 2, 5, 6, 16, 17]. In this paper, we
present a rigorous theory for planning and learning in partially observed models using the notions of information state
and approximate information state. We then present numerical experiments that show that the approximate information
state based works well on benchmark models.

2 Model

A general system with partial observations may be represented using the following stochastic input-output model. Con-
sider a system that takes two inputs: a control input Ut ∈ U and a stochastic input Wt ∈ W and generates two outputs:
an observation Yt ∈ Y and a real-valued reward Rt. The spacesW , U , and Y are Banach spaces and the stochastic inputs
(W1, . . . ,WT ) are independent random variables defined on a common probability space.

Formally, we assume that there are observation functions {ft}Tt=1 and reward functions {rt}Tt=1 such that Yt =
ft(Y1:t, U1:t−1,Wt) and Rt = rt(Y1:t, U1:t,Wt). An agent observes the history Ht = (Y1:t, U1:t−1) of observations and
control inputs until time t and chooses the control input Ut = πt(Ht) according to some history dependent policy
π := {πt}Tt=1. The performance of policy π is given by

J(π) = Eπ
[ T∑

t=1

Rt

]
. (1)

The objective of the agent is to choose a policy π to maximize the expected total reward J(π).

A dynamic programming decomposition. Recursively define the following value functions. VT+1(hT+1) := 0 and for
t ∈ {T, . . . , 1}:

Qt(ht, ut) = E[Rt + Vt+1(Ht+1) | Ht = ht, Ut = ut] and Vt(ht) = max
ut∈U

Qt(ht, ut). (2)

Theorem 1 A policy π = (π1, . . . , πT ) is optimal if and only if it satisfies πt(ht) ∈ arg maxut∈U Qt(ht, ut).

The above dynamic program uses the history of observations and actions as state and as such a dynamic program is not
efficient for computing the optimal policy but it will serve as a reference for the rest of the analysis.

Information state and a simplified dynamic program. Let Ft = σ(Ht) denote the filtration generated by the history of
observations and control actions.
Definition 1 An information state {Zt}t≥1, Zt ∈ Z , is an Ft adapted process (therefore, there exist functions {ϑt}Tt=1
such that Zt = ϑt(Ht)) that satisfies the following properties:

(P1) Sufficient for performance evaluation, i.e., E[Rt | Ht = ht, Ut = ut] = E[Rt | Zt = ϑt(ht), Ut = ut].

(P2) Sufficient to predict itself, i.e., P(Zt+1 = zt+1|Ht = ht, Ut = ut) = P(Zt+1 = zt+1|Zt = zt, Ut = ut), for all zt+1.

There is no restriction on the space Z , although an information state is useful only when the space Z is “small” in an
appropriate sense. We have assumed that the space Z is time-homogeneous for convenience. In some situations, it may
be more convenient to construct an information state which takes values in spaces that are changing with time.

For some models, instead of (P2), it is easier to verify the following stronger conditions:

(P2a) Evolves in a state-like manner, i.e., there exist measurable functions {ϕt}Tt=1 such that Zt+1 = ϕt(Zt, Yt+1, Ut).

1
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(P2b) Is sufficient for predicting future observations, i.e., for any yt+1

P(Yt+1 = yt+1 | Ht = ht, Ut = ut) = P(Yt+1 = yt+1 | Zt = ϑt(ht), Ut = ut).

Proposition 1 (P2a) and (P2b) imply (P2).

Note that Zt = Ht is always an information state, so an information state always exists. It is straight-forward to show
that if we construct a state space model for the above input-output model, then the belief on the state given the history
of observations and controls is an information state. Below we present an example of a non-trivial information state that
is much simpler than the belief state.
Example 1 (Machine Maintenance) Consider a machine which can be in one of n ordered states where the first state is
the best and the last state is the worst. The production cost increases with the state of the machine. The state evolves in
a Markovian manner. At each time, an agent has the option to either run the machine or stop and inspect it for a cost.
After inspection, s/he may either repair it (at a cost that depends on the state) or replace it (at a fixed cost). The objective
is to identify a maintenance policy to determine to minimize the cost of production, inspection, repair, and replacement.

Let τ denote the time of last inspection and Sτ denote the state of the machine after inspection, repair, or replacement.
Then, it can be shown that (Sτ , t− τ) is an information state for the system.

The main feature of an information state is that one can always write a dynamic program based on an information state.

Theorem 2 Let {Zt}Tt=1 be an information state. Recursively define value functions {Ṽt}T+1
t=1 , where Ṽt : Zt 7→ R as follows:

ṼT+1(zT+1) = 0 and for t ∈ {T, . . . , 1}:
Q̃t(zt, ut) = E[Rt + Ṽt+1(Zt+1) | Zt = zt, Ut = ut] and Ṽt(zt) = max

ut∈U
Qt(zt, ut). (3)

Then, Qt(ht, ut) = Q̃t(ϑt(ht), ut) and Vt(ht) = Ṽt(ϑt(ht)).

Remark 1 In light of Theorem 2, an information state may be viewed as a generalization of the traditional notion of
state [11, 18]. Traditionally, the state of an input-output system is sufficient for input-output mapping. In contrast, the
information state is sufficient for dynamic programming.

The notion of information state is also related to sufficient statistics for optimal control [15]. However, in contrast to [15],
we do not assume a state space model for the underlying system so it is easier to develop reinforcement learning algo-
rithms using our notion of an information state.

Coming back to Example 1, Theorem 2 shows that we can write a dynamic program for that model using the information
state (Sτ , t − τ), which takes values in a countable set. This countable state dynamic program is considerably simpler
than the standard belief state dynamic program typically used for that model. Another feature of the information state
formulation is that the information state (Sτ , t − τ) does not depend on the transition probability of the state of the
machine or the cost of inspection or repair. Thus, if these model parameters were unknown, we can use a standard
reinforcement learning algorithm to find an optimal policy which maps (Sτ , t− τ) to current action.

Given these benefits of a good information state, it is natural to consider a data-driven approach to identify an informa-
tion state. An information state identified from data will not be exact and it is important to understand what is the loss
in performance when using an approximate information state. In the next section, we present a notion of approximate
information state and bound the approximation error.

3 Approximate information state (AIS)

Roughly speaking, a compression of the history is an approximate information state if it approximately satisfies (P1) and
(P2). This intuition can be made precise as follows.

Definition 2 Given positive numbers ε and δ, an (ε, δ)-approximate information state {Ẑt}Tt=1, where Ẑt takes values in
a in a Polish metric space (Ẑ, d), is an Ft adapted process (therefore, there exist functions {ϑ̂t}Tt=1 such that Ẑt = ϑ̂t(Ht))
that satisfies the following properties:

(AP1) Sufficient for approx. performance evaluation, i.e.,
∣∣E[Rt | Ht = ht, Ut = ut]−E[Rt | Ẑt = ϑ̂t(ht), Ut = ut]

∣∣ ≤ ε.

(AP2) Sufficient to predict itself approximately. For any Borel subset A of Ẑ define, µt(A) = P(Ẑt+1 ∈ A | Ht = ht,

Ut = ut) and νt(A) = P(Ẑt+1 ∈ A | Ẑt = ϑ̂t(ht), Ut = ut). Then, Kd(µt, νt) ≤ δ, where Kd(·, ·) denotes the
Wasserstein or Kantorovich-Rubinstein distance1 between two distributions.

1Let (X , d) be a Polish metric space. For any two probability measures µ, ν on X , the Wasserstein distance between µ and ν is:
Kd(µ, ν) = infπ∈Π(µ,ν)

∫
X d(x, y)pdπ(x, y) where Π represents the product space of the two distributions.
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Our main result is that one can write an approximate dynamic program based on an approximate information state.

Theorem 3 Let {Ẑt}Tt=1 be an (ε, δ)-approximate information state. Recursively define value functions {V̂t}T+1
t=1 , where V̂t : Ẑt 7→

R as follows: V̂T+1(ẑT+1) = 0 and for t ∈ {T, . . . , 1}:
Q̂t(ẑt, ut) = E[Rt + V̂t+1(Ẑt+1) | Ẑt = ẑt, Ut = ut] and V̂t(ẑt) = max

ut∈U
Q̂t(ẑt, ut).

Suppose V̂t is Lipschitz continuous with Lipschitz constant LV . Then, we have the following:

|Qt(ht, ut)− Q̂t(ϑ̂t(ht), ut)| ≤ (T − t)(ε+ LV δ) + ε and |Vt(ht) = V̂t(ϑ̂t(ht))| ≤ (T − t)(ε+ LV δ) + ε.

Based on Prop. 1, we provide an alternative characterization of an approximate information state. We can replace (AP2)
with the following stronger conditions:

(AP2a) Evolves in a state-like manner, i.e., there exist measurable functions {ϕ̂t}Tt=1 such that Ẑt+1 = ϕ̂t(Ẑt, Yt+1, Ut).
Moreover, these functions are Lipschitz in Y with Lipschitz constant LU .

(AP2b) Is sufficient for predicting future observations approximately. For any Borel subset A of Y define, µt(A) =

P(Yt+1 ∈ A | Ht = ht, Ut = ut) and νt(A) = P(Yt+1 ∈ A | Ẑt = ϑ̂t(ht), Ut = ut). Then, K(µt, νt) ≤ δ,
Proposition 2 If (AP2) is replaced by (AP2a) and (AP2b), the result of Theorem 3 holds with LV replaced by LULV .

Corollary 1 Suppose {Zt}Tt=1 is an information state and {Ẑt}Tt=1 is an (ε, δ)-approximate information state. Then for any real-
ization ht of Ht, we have the following:

|Qt(ϑt(ht), ut)− Q̂t(ϑ̂t(ht), ut)| ≤ (T − t)(ε+ LV δ) + ε and |Vt(ϑt(ht))− V̂t(ϑ̂t(ht))| ≤ (T − t)(ε+ LV δ) + ε.

4 Reinforcement learning using approximate information state

In this section, we use an approximate information state to design reinforcement learning algorithms for infinite horizon
POMDPs. We split our approach into two steps—a data-driven approach to construct an approximate information state
and reinforcement learning using this approximate information state.

Constructing an approximate information state. The definition of approximate information state suggests two ways
to construct an information state from data: either use ϑ̂(ht) to determine an approximate information state that satisfies
conditions (AP1) and (AP2) or conditions (AP1), (AP2a), and (AP2b). We present the second approach here.

We use two function approximators: (i) A recurrent neural network (RNN) or its refinements such as LSTM or GRU with
state Ct−1, inputs (Yt, Ut−1) and output Ẑt. We denote this function approximator by ρ. (ii) A feed forward network as
in the previous case, except that ν̃t+1 is the prediction of νt+1, the distribution of the next approximate information state
Ẑt+1. We denote this function approximator as ψ.

To minimize ε and δ, we train the networks ρ and ψ using the loss function Lρ,ψ = λLR + (1 − λ)Lν where LR =
1
B

∑B
t=1 smoothL1(R̃t − Rt), (where B is the batch size and smoothL1 is the standard smooth approximation for L1

loss) and Lν = −∑B−1
t=1 log(ν̃t+1(Yt+1)), which is the negative log likelihood loss for ν̃t and thus approximates the

KL-divergence between µt and νt. We use the KL-divergence as a surrogate for the Wasserstein distance because: (i)
Wasserstein distance is computationally expensive to compute; and (ii) KL-divergence upper bounds the total variation
(due to Pinsker’s inequality), which in turn upper bounds Wasserstein distance for metric spaces with bounded diameter.

Reinforcement learning. Let πθ : Ẑt 7→ ∆(Ut) be a parametrized stochastic policy, where the parameters θ lie in a closed
convex set Θ. For example, πθ could be a feed forward neural network with input Ẑt and output to be a |Ut| dimensional
vector η, where: πθ(u|ẑ) = exp(τηu)/

∑
w∈U exp(τηw), where τ is a hyperparameter. In such a policy, θ corresponds to the

weights of the network. The basic idea behind policy based reinforcement learning is to get sample path based estimates
of the performance gradient ∇θJ , which is then used as a gradient loss function for updating the parameters θ using
stochastic gradient descent.

RNN: 𝜌
NN: 𝜋𝜃 Softmax

NN: 𝜓

State: 𝐶𝑡−1

𝑌𝑡

𝑈𝑡−1 𝜂𝑡

�̂�𝑡

𝑈𝑡

To environment

�̃�𝑡

�̃�𝑡+1

An architecture for combining the construction of the approximate in-
formation state with reinforcement learning is shown on the right. In
this architecture, we train the networks (ρ, φ) and πθ in parallel using
a two time-scale algorithm. In particular, by a slight abuse of notation,
let ρ and ψ denote the weights of the corresponding networks. Then,[

ρk+1

ψk+1

]
=

[
ρk
ψk

]
+ ak∇ρ,ψLρ,ψ and θk+1 = θk + bk∇θJ(πθk),
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(c) 4× 4 grid problem

Figure 1: Performance versus samples for all examples. The solid line shows the median value and the shaded region
shows the region between the first and third quartiles over 25 runs.

where the learning rates {ak}k≥1 and {bk}k≥1 satisfy the standard two time-scale stochastic approximation conditions [4].

The results of the experiment for three small dimensional POMDP benchmarks—voicemail, tiger, and 4 × 4 grid—are
shown in Fig. 1.
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Abstract

Reinforcement learning (RL) models, which update the value related to a specific behavior according to a reward predic-
tion error, have been used to model choice behavior in organisms. Recently, the magnitude of the learning rate has been
reported to be biased depending on the sign of the reward prediction error. Previous studies concluded that these asym-
metric learning rates reflect positivity and confirmation biases. However, Katahira (2018) reported that the tendency to
repeat the same choice (perseverance) leads to pseudo asymmetric learning rates. Therefore, this study aimed to clarify
whether asymmetric learning rates are the result of cognitive bias, perseverance, or both by reanalyzing the data of a
previous study (Palminteri, Lefebvre, Kilford, & Blakemore, 2017). The data from the previous study consisted of two
types of learning: factual and counterfactual. In the factual learning task, participants were shown the outcome of only
the chosen option. By contrast, in the counterfactual learning task, participants were shown the outcomes of both the
chosen and the forgone options. To accomplish the purpose of this study, we evaluated multiple RL models, includ-
ing asymmetric learning rate models, perseverance models, and hybrid models. For factual learning, the asymmetric
learning rate model showed that the positive learning rate was higher than the negative one, confirming the presence of
positivity bias. A hybrid model incorporating the perseverance factor into the asymmetric learning rate model signifi-
cantly reduced the difference between the positive and negative learning rates. In contrast to factual learning, the hybrid
model did not affect the difference between positive and negative learning rates in counterfactual learning. Previous
studies suggested that these biases are common in learning systems, but on the basis of these results, it is possible that
different factors were present in factual and counterfactual learning (such as ambiguity).

Keywords: reinforcement learning; asymmetric learning rates; confirmation
bias; positivity bias; perseverance
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1 Introduction

Reinforcement learning (RL) models have been broadly used in modeling the choice behavior of humans and animals
(Daw, Gershman, Seymour, Dayan, & Dolan, 2011; Redish & Johonson, 2008). Standard RL models suppose that agents
learn action-outcome associations from obtained outcomes on a trial-and-error basis (Barto, 1997). The learned action
values are assumed to be updated according to the reward prediction error, which is the difference between the actual and
the expected rewards (Rescorla & Wagner, 1972; Sutton & Barto, 1998). Recent studies have noted that the magnitude of
an update is biased depending on the sign of the prediction error (Frank, Moustafa, Haughey, Curran, & Hutchison, 2007;
Gershman, 2015, 2016; Niv, Edlund, Dayan, & O’Doherty, 2012). This bias is represented in RL models by differential
learning rates for positive and negative prediction errors. Lefebvre, Lebreton, Meyniel, Bourgeois-Gironde, & Palminteri,
(2017) suggested that this learning asymmetry reflects the human positivity bias in factual learning, in which feedback is
given only for the option the participant choses. Palminteri et al. (2017) suggested that the learning asymmetry represent
the confirmation bias in counterfactual learning, in which feedback is given for both the chosen and forgone options.

However, Katahira (2018) suggested the possibility that the estimation of asymmetric learning rates suffered from sta-
tistical artifacts caused by model misspecification. Specifically, Katahira (2018) reported that the tendency to repeat the
same choices (perseverance) leads to pseudo asymmetric learning rates. The rationale is as follows. The asymmetry in
the value updates induces autocorrelation of choice (i.e., the tendency to repeat the same choice or to switch to another
choice, irrespective of past outcomes): the relatively larger learning rate for positive outcomes enhances the effect of
positive outcomes but diminishes the effect of negative outcomes, leading to choice repetition. If an RL model without
components that can directly represent the intrinsic autocorrelation–we call this component perseverance factors–is fit-
ted to data that possess intrinsic autocorrelation (e.g., perseveration), the model tends to represent the perseveration by
asymmetric learning rates. Therefore, a statistical bias that overestimates the difference in learning rates will arise.

According to the results of Katahira (2018), there is a possibility that the previous results reporting asymmetry in learning
rates are due to this statistical artifact because most RL models in such studies did not include choice autocorrelation
factors. However, this possibility has not yet been examined. In this study, we examine this possibility by reanalyzing
the empirical data reported in Palminteri et al. (2017) with models that include the choice autocorrelation factor. We
expect that if the asymmetry in estimated learning rates disappears after incorporating the choice autocorrelation factor,
then the asymmetry reported in previous studies is likely to be due to artifacts caused by model misspecification.

2 Methods

2.1 Data

We used open data (https://figshare.com/authors/ /2803402) for which the analysis has been reported in Palminteri et
al. (2017). Here, we briefly explain their methods. Their study included two experiments, and each experiment involved
20 participants. The participants performed a two armed-bandit task that involved choosing between two cues that were
associated with outcome probabilities. The possible outcomes were either winning or losing a point. Each experiment
consisted of a total of 192 trials. In the factual learning task (Experiment 1), participants were informed about the outcome
of only the chosen option. In the counterfactual learning task (Experiment 2), participants were informed about both the
obtained and forgone outcomes.

2.2 Models

For data from the factual learning task (Experiment 1), we used four RL models: Q model (the standard Q-learning
model, also called‘One model’in Palminteri et al., 2017), Valence model (VQ model), Perseverance model (Q-P model)
and Valence with Perseverance model (VQ-P model). The Q and VQ models were used in Palminteri et al. (2017). The
Q-P and VQ-P models are newly included in this study to validate the perseverance factor. In the Q model, the action
value for the chosen option is updated according to Qc(t + 1) = Qc(t) + α(Rc(t) − Qc(t)). The outcome of trial t is
denoted by Rc(t). Rc(t) − Qc(t) represents the prediction error, which is denoted as δc. The learning rate α determines
how much the model updates the action value with the prediction error. The initial action value of each option is set
to zero. For data from the factual learning task (Experiment 1), only the Q value for the chosen option is updated
because participants are informed about the outcome of only the chosen option. Choice probability Pc(t) is determined
by softmax function Pc(t) = 1/ [1 + exp(−β(Qc(t) − Qu(t)))]. Qc is the Q value for the chosen option, and Qu is the
value for the unchosen option. β, called as the inverse temperature parameter, determines the sensitivity of the choice
probabilities to the difference between the Q values for the two options.

The VQ model is extended from the Q model to allow for asymmetric learning rates (α+
c , α−

c ) depending on the sign of
the prediction error. Thus, the Q values are updated as follows:

Qc(t + 1) =

{
Qc(t) + α+

c δc(t) if δc(t) ≥ 0
Qc(t) + α−

c δc(t) if δc(t) < 0
(1)

1

Paper # 87 432



In the Q-P model, the choice trace Ci(t) is defined to introduce the effect of past choice into the choice probability:

Pc(t) =
1

1 + exp(−β(Qc(t) − Qu(t)) − φ(Cc(t) − Cu(t)))
(2)

where φ is the choice trace weight, which is a parameter that controls the tendency to repeat or avoid recently chosen
options. The choice trace is computed using the following update rule:

Ci(t + 1) = Ci(t) + τ(I(a(t) = i) − Ci(t)) (3)

where the indicator function I(·) takes on a value of 1 if the statement is true and 0 if the statement is false. The parameter
τ is the decay rate of the choice trace. The VQ-P model is a hybrid of the VQ and Q-P models.

For data from the counterfactual learning task (Experiment 2), we used six RL models: Q model, Valence×Information
model (VIQ model), Confirmation model (CQ model), Perseverance model (Q-P model), Valence×Information with
Perseverance model (VIQ-P model), and Confirmation with Perseverance model (CQ model). The first three models
were used in Palminteri et al. (2017), and the last three models were newly added in this study. Here, all models are
allowed to update the Q values of both the chosen and unchosen options because participants were informed about both
outcomes. The Q and Q-P models have the same parameters as in the factual learning task (Experiment 1). In these
models, only one learning rate is used to update the values of both the chosen and unchosen options, regardless of the
sign of the prediction error. In the VIQ model, four different learning rates are defined to represent the asymmetric
updating for the chosen (α+

c , α−
c ) and forgone (α+

u , α−
u ) options. The Q value for the forgone option is computed as

follows:

Qu(t + 1) =

{
Qu(t) + α+

u δu(t) if δu(t) ≥ 0
Qu(t) + α−

u δu(t) if δu(t) < 0
(4)

where δu denotes the prediction error of the forgone option. The VIQ-P model is a hybrid of the VIQ and Q-P models.

Finally, the CQ model integrates the four learning rates used in the VIQ model into two rates (αcon, αdis) corresponding
to the confirmation bias (αcon = α+

c = α−
u , αdis = α−

c = α+
u ). The CQ-P model is a hybrid of the CQ and Q-P models.

2.3 Parameter estimation and model comparison

Parameter estimation was conducted using the maximum a posteriori method. The prior distributions and constraints
followed Palminteri et al. (2017). All the learning rates were constrained to the range of 0 ≤ α ≤ 1 with a Beta (1.1, 1.1)
prior distribution. The inverse temperature was constrained to the range of 0 ≤ β ≤ ∞ with a Gamma (shape = 1.2, scale
= 5.0) distribution. In the Perseverance model, τ was constrained to the range of 0 ≤ τ ≤ 1 with a Beta (1, 1) distribution,
and φ was constrained to the range of −10 ≤ φ ≤ 10 with a Norm (µ = 0, σ2 = 5) distribution. To compare models, we
used the log marginal likelihood, which was estimated by Laplace approximation (Daw, 2011).

2.4 Statistical tests

One-way repeated measures analysis of variance (rmANOVA) was conducted to compare the log marginal likelihoods
of the models. We also investigated the difference between learning rates. For the VQ and VQ-P models in the factual
learning task, the difference between the two learning rates was compared by using a paired t test. For the VIQ and
VIQ-P models in the counterfactual learning task, two-way rmANOVAs were performed to test for differences among
the four learning rates. To correct for the violation of the sphericity assumption, Greenhouse-Geiser’s adjustment of the
degrees of freedom was used for all rmANOVAs when appropriate. Post hoc pairwise comparisons were performed
based on Shaffer’s correction for multiple comparisons.

3 Results

3.1 Factual learning task

To investigate which model could best explain the data from the factual learning task, we compared four models. We
found that the Q-P model had the highest log marginal likelihood. The log marginal likelihood for the models differed
significantly (F3,57 = 6.51, p = .018; Table 1). Post hoc comparisons showed that three models (VQ, Q-P, and VQ-P)
had higher log marginal likelihoods than the Q model (ps < .076). There was no difference between these three models
(ps > .129), suggesting that the Perseverance model was comparable with the Valence model when participants chose
their behavior in factual learning. We investigated how the degree of the asymmetry in RL varied with the models.
The positive learning rate was significantly greater than the negative learning rate in the VQ model (t19 = 2.36, p = .029;
Figure 1A), replicating Palminteri et al. (2017), but this difference was not observed in the VQ-P model (t19 = .78, p = .44;
Figure 1B). Comparison of the difference between positive and negative learning rates showed that the VQ-P model
significantly reduced the difference compared with VQ model (t19 = 3.95, p = 8.62 × 10−4).
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Table 1: The list of models and model selection results
Model Learning rates Perseverance Inverse # of Log marginal

temperature free parameters likelihood
Experiment 1 Q α - β 2 -99.22 (5.39)
(Factual learning) VQ α+

c , α−
c - β 3 -90.20 (5.84)

Q-P α τ, φ β 4 -88.88 (6.01)
VQ-P α+

c , α−
c τ, φ β 5 -89.49 (5.91)

Experiment 2 Q α - β 2 -89.17 (5.80)
(Counterfactual learning) VIQ α+

c , α−
c , α+

u , α−
u - β 5 -76.14 (6.67)

CQ αcon, αdis - β 3 -75.66 (6.61)
Q-P α τ, φ β 4 -78.13 (6.28)
VIQ-P α+

c , α−
c , α+

u , α−
u τ, φ β 7 -77.28 (6.69)

CQ-P αcon, αdis τ, φ β 5 -76.51 (6.59)
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Figure 1: Learning rates for the VQ model (A) and VQ-P model (B) in the factual learning task (Palminteri et al. 2017).
*p < .05, two-tailed paired t test. Learning rates for the VIQ model (C) and VIQ-P model (D) in the counterfactual
learning task (Palminteri et al. 2017). ***p < .001, *p < .05. Post hoc analyses used the modified sequentially rejective
Bonferroni procedure. All error bars represent the standard error of the mean.

3.2 Counterfactual learning task

Similar to the factual learning task, we compared six models by using the log marginal likelihood and found that the
CQ model had the highest value. ANOVA showed a significant difference between models (F5,95 = 30.09, p < .001).
Post hoc comparisons indicated that the log marginal likelihood for the Q model was different from that of the other
models (ps < .001). In addition, the CQ model had a higher log marginal likelihood than the Q-P (p = .022) and VIQ-P
(p = .04) models, meaning that even with the added perseverance factor, the CQ model best explained the data of the
counterfactual learning task. Then, we compared the four learning rates in the VIQ model. ANOVA showed that the
interaction between valence and information was significant (F1,19 = 124.88, p < .001; Figure 1C) but that the main
effects of valence and information were not significant (F1,19 = .04, p = .837; F1,19 = 6.0 × 10−4, p = .981). According
to the post hoc comparisons, α+

c and α−
u were greater than α−

c and α+
u (ps < .001), whereas the other pairs did not

show any significant differences. Additionally, the ANOVA for the VIQ-P model indicated a significant interaction
(F1,19 = 37.95, p < .001; Figure 1D) but no main effects (F1,19 = 5.0 × 10−4, p = .982; F1,19 = .30, p = .594). The
four learning rates showed the same relationship as in the VIQ model; that is, α+

c and α−
c were greater than α−

c and α+
u

(ps < .001). Although we directly compared the magnitude of the asymmetric learning rates (α+
c − α−

c + α−
u − α+

u ) in the
VIQ and VIQ-P models, the difference was not significant (t19 = 1.24, p = .23). These results support the idea that the
pattern of choice behavior in the counterfactual learning task reflects confirmation bias (Palminteri et al., 2017).

4 Discussion and Conclusion

This study aimed to validate the findings in Palminteri et al. (2017) about the underlying mechanisms of the asymmetric
learning rates in the RL model by examining the possibility of the statistical artifact suggested in Katahira (2018).

For data from the factual learning task (Experiment 1), the results suggested that the Q-P model, which incorporated the
perseverance factor into a single learning rate model, was the best model. Additionally, the asymmetric learning rate
model (VQ) was comparable with the hybrid model (VQ-P). Although the VQ model had a positive learning rate that
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was greater than the negative learning rate, in the VQ-P model, this asymmetry diminished. These results support the
idea of Katahira (2018) that asymmetric learning rates cause an autocorrelation of choice, which can be explained by the
perseverance factor. By contrast, the CQ model was the best in the counterfactual learning task (Experiment 2). Similar
to the VIQ model, the VIQ-P model, which incorporates the perseverance factor into the VIQ model, showed robust
asymmetric learning rates in accordance with confirmation bias. Thus, these results support the findings of Palminteri et
al. (2017).

The present findings raise new questions about the effects of learning context. The results of this study suggest that
the apparently asymmetric learning rates in the factual learning task (Experiment 1) can be explained by a confounding
factor, that is, intrinsic perseveration. However, the asymmetric learning rates in the counterfactual learning task (Exper-
iment 2) cannot be explained solely by the perseverance factor. Palminteri et al. (2017) suggested that both factual and
counterfactual learning are different aspects of a common learning system. However, our present findings imply the ex-
istence of another factor. One possibility is the increased information in counterfactual learning. In factual learning, the
outcome of the forgone option remains unclear. This ambiguity leads to decreased choice probability of that option (Hsu,
Bhatt, Adolphs, Tranel, & Camerer, 2005). Ambiguity aversion leads to repeated selection of the same choice, indepen-
dent of reward expectations. Because counterfactual learning provides the outcomes of both the chosen and unchosen
options, it is reasonable that the effect of cognitive bias results from decreased ambiguity.

The present study found that whether perseverance explains the asymmetric learning rates depends on the learning con-
text and that cognitive bias can explain the asymmetric learning rates in certain contexts. Taken together, both cognitive
bias and perseverance are important factors to explain choice behavior, in which the dominance of these factors may
depend on the available information.
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Abstract

We consider the problem of inferring the reward function and predicting the future behavior of an agent that is learning.
To tackle this problem, we generalize an existing Bayesian inverse reinforcement learning algorithm to allow the actor’s
policy to change over time, as a function of their experiences, and to simultaneously infer the actor’s reward function
and methods of learning and making decisions. We show experimentally that our algorithm outperforms its traditional
inverse reinforcement learning counterpart.

Keywords: Inverse reinforcement learning, Bayesian inference

1 Introduction

Inverse reinforcement learning (IRL) is the problem of inferring an actor’s reward function in a Markov decision process
(MDP) based on their actions in that MDP. Traditional IRL algorithms assume that the actor is an expert, in the sense that
their observed actions are generated by a fixed policy that is (nearly) optimal according to their reward function. In
particular, traditional IRL algorithms do not allow for the possibility that the actor is learning.

However, there are many situations in which it would be useful to infer the reward function of a learning actor. We might
wish to learn from an agent that has not yet converged to an optimal policy. Or, we might possess knowledge of the
MDP’s dynamics and wish to advise a learning actor on how to reach their goals. Or, we might wish to recover the
reward function or predict the future behavior of one actor who is interacting with another and learning how to do so.

We generalize Bayesian IRL to accommodate an actor whose policy may change over time. We model an actor as being
characterized by a utility function, jointly determined by a reward function and an exponential discounting factor, and a
behavior rule that maps the actor’s utility function and experiences to a policy. We then generalize an existing IRL algo-
rithm to simultaneously infer the actor’s reward function and behavior rule, assuming that the discount factor is known.
We show experimentally that our algorithm outperforms its traditional IRL counterpart when the actor is learning.

2 Background: MDPs and IRL1

We model the environment as a controlled Markov process (CMP), which is a triple ν = (S,A, T ), where S is a finite set of
possible states of the environment and A is a finite set of actions that the actor can execute in every state. The transition
dynamics T is a collection {τ(·|s, a) : s ∈ S, a ∈ A} of probability distributions on S that describe how the state of the
environment changes between timesteps; that is, τ(s′|s, a) gives the probability that the environment will “transition”
from state s at time t to a state s′ at time t+ 1 if the actor takes action a. Further, τ(s) alone gives the probability that the
initial state of the CMP will be s.

We observe the actor taking actions in the environment, and denote the state of the environment after the actor has taken
t actions as st and the action that the actor chose from that state as at. A sequence of states and actions form a trajectory
z = (s0, a0, s1, ...) from a set Z of possible trajectories, and we write zt to denote the t-step prefix, (s0, a0, s1, ..., st), of a
given trajectory, z. We assume that the actor has preferences over trajectories that are described by some von Neumann-
Morgenstern utility function U : Z → R. We further assume that the actor has an unknown, deterministic reward
function ρ over states, and that their utility for a trajectory can be expressed as the time-discounted sum of their rewards

1This section follows the superb presentation of IRL by Rothkopf and Dimitrakakis [8].
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for each of the states in that trajectory: U(z) ,
∑
t γ

tρ(st), where γ ∈ [0, 1], called the discount factor, defines the extent to
which the actor cares about the later states in z. We assume as usual and that ρ is parameterized by some vector, θ, from
a set, Θ, of possible such vectors. We use ρθ to denote the reward function induced by parameters θ.

The combination of a CMP and a utility function define a Markov decision process (MDP), µ = (S,A, T , ρ, γ), which fully
specifies the actor’s problem setting. The actor’s problem is then to choose a policy such that the probability distribution
over their trajectory yields maximal expected utility. A policy is a collection {π(·|s) : s ∈ S} of probability distributions
on A, such that π(a|s) gives the probability that the actor takes action a from state s. We use Pν to denote the set of
valid policies in a CMP ν.2 Together with T , a policy π induces a probability distribution ζν(·|π) on trajectories, such
that ζν(z|π) gives the probability that the actor will experience trajectory z if they enact policy π in CMP ν. The expected
utility achieved by enacting π in MDP µ is Wπ

µ , Ez∼ζµ(·|π) [U(z)], and the maximum expected utility that a policy can
achieve in µ is W ∗µ , supπ∈PµW

π
µ . Sometimes it is useful to consider the expected utility of a trajectory that begins with

an arbitrary state and action. Qπµ(s, a) gives the expected value of taking action a from state s, and thereafter choosing
actions according to π, and Q∗µ(s, a) , supπ∈Pµ Q

π
µ(s, a), for all s ∈ S, a ∈ A. Finally, a policy π is said to be optimal if

Wπ
µ = W ∗µ . Any finite MDP is guaranteed to have at least one optimal policy [6]. We use π∗µ to denote one such policy.

Abusing notation, we will sometimes use a subscript θ rather than a subscript µ on W , Q, and π∗, when all aspects of the
MDP except the parameters θ that define the reward function are clear from context.

The inverse reinforcement learning (IRL) problem can be stated as follows: Given a CMP ν, a trajectory z that an actor
has experienced in ν while enacting a fixed policy π, and the actor’s discount factor γ, achieve one of the three objectives
below:

• Reward learning. Infer the actor’s reward parameters θ. The solution takes the form of an approximation, θ̂, and
is evaluated according to its Euclidean distance from θ: Jreward(θ̂; θ) , ||θ̂ − θ||2.3

• Apprenticeship learning [1]. Produce a policy π̂ that performs as well as possible in ν according to the actor’s
unknown utility function.4 The produced policy is evaluated according to the regret of enacting it, compared to
enacting an optimal policy: Japprenticeship(π̂; θ) ,W ∗θ −W π̂

θ .

• Imitation learning. Produce a policy π̂ that replicates the actor’s policy π, either for the purpose of imitating the
actor or predicting their future behavior. The inferred policy π̂ can be evaluated at a particular state s according to
the following family of objective functions: Jimitation(π̂;π, s) , Ea∼π(·|s) [−σ(π̂(·|s), a)], where σ is a strictly proper
scoring rule [5]. In our experiments, we use a normalized version of the logarithmic scoring rule, σ(π̂(·|s), a) =

log π̂(a|s)
π(a|s) , for which Jimitation reduces to the Kullback-Leibler divergence of π̂(·|s) from π(·|s).

We focus on Bayesian IRL [2, 7, 8], where the goal is to estimate a joint posterior φ(·, ·|z) on Θ × Pν and then choose
θ̂ or π̂ to minimize one of the above objectives in expectation with respect to φ(·, ·|z). In Bayesian IRL, one starts with
a joint prior φ(·, ·) on Θ × Pν , such that φ(R,P ) gives the probability that the actor’s reward parameters are in R ⊂ Θ
and policy is in P ⊂ Pν . The prior can be separated into a prior ξ(·) on Θ, and a collection of conditional distributions
{ψ(·|θ) ∀θ ∈ Θ} on Pν , such that φ(R,P ) ,

∫
R
ψ(P |θ)dξ(θ),∀R ⊂ Θ, P ⊂ Pν . The posterior can be analogously divided

into ξ(·|z) and {ψ(·|θ, z) ∀θ ∈ Θ}. The statistical model of Bayesian IRL is θ ∼ ξ(·), π ∼ ψ(·|θ), z ∼ ζν(·|π).

3 IRLLA

The problem of inverse reinforcement learning from a learning agent (IRLLA) is a generalization of IRL in which the
actor’s policy may change over time as a function of their experiences: i.e., as they learn. The actor’s policy is updated
by a function that we call their behavior rule.

Definition 1. A behavior rule is a function βν , such that βν(θ, γ, z) gives the policy that the actor would enact in CMP ν after
experiencing z if their reward parameters were θ and their discount factor were γ.

A familiar kind of behavior rule maintains a Q-function, which is an estimate of Q∗µ, and uses it to guide policy selection.
We call this kind of behavior rule a value-based behavior rule (VBBR). A VBBR has three components: (1) an initial
Q-function; (2) a learning rule, such as Q-learning or SARSA [9], that specifies how to update the Q-function in light

2Pν is one of several notations to come that has a subscript CMP. When it is more convenient, we will instead subscript by an MDP
(e.g., Pµ) to refer to the CMP that comprises the MDP.

3Alternatively, θ̂ could be evaluated using the Eucidean distance between the induced and the actual reward functions.
4This objective is traditionally interpreted as learning how to perform well in µ from the actor, but it can also be interpreted as

learning how to properly advise the actor to perform well in µ, which is especially relevant when the actor is learning.
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of new experiences; and (3) a decision rule, such as softmax, that specifies how to choose a policy based on the Q-
function. Softmax specifies a policy π from a Q-function Q as π(a|s) ∝ exp[ηQ(s, a)], with non-negative parameter η
controlling how close the produced policy is to being optimal according to Q. Another important kind of behavior rule
is the softmax-optimal behavior rule, which uses softmax to select a policy based on the optimal Q-function, Q∗µ.

The statistical model of IRLLA is similar to that of IRL, with one small modification. In IRLLA, “the actor’s policy”
is imprecise, since it changes over time. On the other hand, the actor’s behavior rule is not only well-defined, but also
sufficient for the actor’s policy at any timestep, when paired with the actor’s reward parameters and the actor’s trajectory
up to that timestep. To see this in our notation, let πt denote the policy from which at was sampled. Then πt = βν(θ, γ, zt).
We thus infer a joint posterior over the actor’s reward parameters and behavior rule. The statistical model of IRLLA is
θ ∼ ξ(·), βν ∼ ψ(·), πt = βν(θ, γ, zt), zt+1 ∼ ζν(·|zt, πt) , where ζν(zt+1|zt, πt) = πt(at|st)τ(st+1|at, st) denotes the
probability that the t + 1-step subtrajectory of the actor’s trajectory would have been zt+1 if they had sampled at from
πt(·|st), given that their t-step subtrajectory is zt.

Now, suppose that we have (an approximation of) φ(·, ·|z) and can marginalize over behavior rules to obtain ξ(·|z). How
can we optimize the reward, apprenticeship, and imitation learning objective functions with respect to φ(·, ·|z)? Reward
learning is solved with the mean of ξ(·|z), θ̂ = Eθ∼ξ(·|z)[θ], and apprenticeship learning is solved with a policy that is
optimal according to the expected reward function, Eθ∼ξ(·|z)[ρθ] [7].5

Imitation learning is less straightforward. Because the actor’s policy changes over time in IRLLA, there are several
reasonable ways to generalize the imitation learning objective from traditional IRL to IRLLA. One is to infer the actor’s
current policy, πt; another is to predict the actor’s next action, at; yet another is to predict a sequence of the actor’s future
policies, (πt, πt+1, ...), which may be of interest when interacting with the actor in, for example, a Markov game. In all
three cases, inferring πt is either sufficient or necessary (or both), so we focus on inferring πt. For simplicity, we write
π ∼ φ(·|z) to represent generating π by sampling θ, β ∼ φ(·, ·|z) and then creating π = β(θ, γ, zt) from the sample.
Theorem 1. Let σ be a strictly proper scoring rule. Then the expected value with respect to φ(·, ·|z) of the imitation objective defined
by σ, Eπ∼φ(·|z)[Ea∼π(·|s) [−σ(π̂(·|s), a)]], is minimized for all states s ∈ S by only π̂ = Eπ∼φ(·|z)[π].

Thus, regardless of our objective, we wish to compute Eθ,β∼φ(·,·|z) [g(θ, β)] for some function g, where g(θ, β) , θ for re-
ward learning, g(θ, β) , ρθ for apprenticeship learning, and g(θ, β) , β(θ, γ, z) for imitation learning. By self-normalized
importance sampling from the prior, we obtain the following consistent estimator [3]:

E
θ,β∼φ(·,·|zT )

[g(θ, β)] ≈
N∑

i=1

g(θi, βi)P iT P iT , ζν(zT |θi, βi)∑N
j=1 ζν(zT |θj , βj)

(
θi, βi

)
∼ φ(·, ·) ∀i ∈ {1, 2, ..., N} (1)

To use this, we must compute ζν(zT |θ, β), the likelihood of (θ, β), which is the probability that in T timesteps the actor
experiences zT in ν if their reward parameters and behavior rule are θ and β, respectively. One can show by rolling out
zT one timestep at a time that ζν(zT |θ, β) =

[
τ(s0)

∏T−1
t=0 τ(st+1|st, at)

]∏T−1
t=0 β(θ, γ, zt)(at|st). When we compute P iT for

sample i, the transitions factor in the brackets on the left will appear in the numerator as well as every addend in the
denominator, since it doesn’t depend on θ or β, so it will cancel out.6 Thus, P iT = M(

∏T−1
t=0 βi(θi, γ, zt)(at|st)), where we

use M(h(i)) to abbreviate normalization over samples: M(h(i)) , h(i)∑N
j=1 h(j)

. Notice from this that for any time T and for

every sample i, P iT+1 = M(βi(θi, γ, zT )(aT |sT )P iT ). This indicates that P can easily be updated incrementally over time,
which enables a simple anytime algorithm, consisting of three phases:

1. Initialization phase: Sample θi, βi ∼ φ(·, ·) for i ∈ {1, 2, ..., N}. For each sample i, compute πi0 = βi(θi, γ, z0).

2. Update phase: Upon observing (sT , aT ), compute P i(T+1) = M(βi(θi, γ, zT )(aT |sT )P iT ). P i0 = M(τ(s0)) = 1
N .

3. Query phase: Upon request, return our approximation of Eθ,β∼φ(·,·|zT ) [g(θ, β)], which is
∑N
i=1 g(θi, βi)P iT .

In the special case that we are a priori certain that the actor’s behavior rule is softmax-optimal, as we might be in the
traditional IRL setting, this algorithm reduces to the importance sampling algorithm of Dimitrakakis and Rothkopf [2],
which is similar to their Metropolis-Hastings algorithm [8], but with the improvement that all of the expensive planning
is done in the initialization phase.

4 Experimental Results

We next demonstrate that our algorithm outperforms its traditional IRL counterpart and, preliminarily, that it is robust
to a priori uncertainty over the actor’s behavior rule. We evaluate our approach in experiments that take place in a

5Ramachandran and Amir [7] use a slightly different objective function for apprenticeship learning. The difference doesn’t matter.
6The transitions term would be 0 only if zT contains an impossible transition. Since zT is observed, this will never happen.
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Figure 2: The performance of each instance of the algorithm, averaged over 200 trials. Shading shows one standard error on each side.

Navigation CMP [4], pictured in Figure 1. Each cell in the environment is a state. The blue cell is a terminal state.
The actor’s reward for a state is determined by the color of that state: 0.4 for blue, 0 for white, -0.4 for red, -0.195 for
yellow, and 0.005 for green. The actor’s discount factor is 0.95. Their behavior rule is a VBBR, so it consists of an initial
Q-function, a learning rule, and a decision rule. They start off completely naive about the CMP’s dynamics, thinking
that after each action they take, their next state is sampled uniformly at random from S, and their initial Q-function is
the result of planning from these beliefs. Their learning rule is Q-learning, with learning rate 0.05. Their decision rule is
softmax with parameter η = 20.

Figure 1: Navigation CMP.
The arrows show the ac-
tor’s optimal policy.

We compare three instances of our algorithm, which differ only in their priors: traditional,
knowing, and unsure. Each approximates the posterior with 2,000 samples. They share the
same prior over reward functions but have different priors over behavior rules. The prior
over reward functions is uniform over the set Θ , {θ ∈ R5 : ||θ||1 = 1}.7 In addition, all
instances are a priori certain that the actor’s decision rule is softmax, though they are unsure of
the parameter η, over which they share an exponential prior with mean 50.

Traditional represents traditional IRL, which is the control in the experiment. It is certain that
the actor uses a softmax-optimal behavior rule. Unsure starts off 50% sure that the actor uses
a softmax-optimal behavior rule, 25% sure that the actor learns via SARSA with learning rate
0.05, and 25% sure that the actor learns via Q-learning with learning rate 0.05.

The three instances are evaluated according to each of the three objectives. In the apprentice-
ship learning graph, the “actor” bar shows the evaluation of the policy that the actor is using.
Being under this bar indicates that we are giving the actor good advice. In the imitation learn-
ing graph, the cohorts are evaluated according to the Kullback-Leibler divergence imitation
objective at the current state. The “baseline” bar shows the performance of always predicting
that the actor chooses actions uniformly at random.
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1 Introduction

The curses of dimensionality, e.g., large state and action spaces, pose a major challenge when attempting to apply
reinforcement learning (RL) in practice. The goal is thus to find efficient approaches which enable the agent to cope in
such scenarios.

Visual based tasks are a common example of infinitely large state spaces for which there exist efficient approaches
[Mnih et al., 2015]. Efficiency is achieved through imitation of the human visual system. A network of convolutional
filters extracts spatial information from the image and returns a low dimensional dense representation. This efficient
representation enables agents to generalize across states and thus efficiently solve complex problems. We turn to the
Action Assembly Theory (AAT) [Greene, 2008] in order to understand how to produce an efficient approach for large
action spaces.

According to Greene [2008], behavior is described by two essential processes: representation and processing. Representation
refers to the way information is coded and stored in the mind, whereas processing refers to the mental operations
performed to retrieve this information. Having good representations of information and an efficient processing procedure
allows us to quickly exploit highly rewarding nuances of an environment upon first discovery.

Inspired by the AAT [Greene, 2008], we propose Sparse Imitation Learning (Sparse-IL), a computationally efficient algorithm
(see Figure 1). Our approach can be seen as an Encoder-Decoder scheme, in which the state is encoded into a low
dimensional continuous embedding vector which is then decoded, resulting in a viable action. This scheme dramatically
reduces the time complexity required to select the action.

Our approach Sparse-IL is presented in Figure 1. The Encoder is trained using imitation learning. At each state s, the goal
of the Encoder is to predict a continuous action aSoE, which is a dense representation of the action aenv. Specifically, aSoE is
the sum of the word embeddings of the words in the action/sentence aenv, an efficient representation from which the
words can be recovered. This dense representation is then fed into a Decoder (Retrieval Mechanism). Our decoder is
composed of 3 major components: (1) Given the vector aSoE, a Compressed Sensing (CS) algorithm reconstructs the K
best Bag-of-Words (BoW - an unordered list of words) actions aBoW, composed of up to l = 4 words. We do this using an
algorithm that we term Integer K-Orthogonal Matching Pursuit (IK-OMP). (2) The optimal BoW vector aBoW, between the
suggested K candidates, is selected based on a fitness function. In this work, we consider the reconstruction loss, i.e., the
candidate which has the closest embedding to aSoE. Finally, the BoW vector aBoW is fed into (3) a language model to yield
an action sentence aenv which is a valid environment action.

Main contributions: We propose a computationally efficient algorithm called Sparse-IL that combines CS with imitation
learning to solve natural language tasks with combinatorial action spaces. We demonstrate that Sparse-IL can solve the
entire game of Zork1, for the first time, when considering a combinatorial action space of approximately 10 million actions,
using noisy, imperfect demonstrations.

2 Background & Problem Setting

Our work focuses on the domain of Zork1, an interactive text-based game [Côté et al., 2018], for which an example is
provided in Figure 2. We model text-based games using the standard RL formulation [Sutton and Barto, 1998], where the
states are paragraphs and the actions are sentences. We consider two tasks (1) the ‘Troll Quest’, a sub-task within Zork1
in which the agent must collect a sword, find a troll and kill it with the sword, and (2) ‘Open Zork’ in which the goal is
to solve the entire game of Zork1, an open problem until now. In Zork1, the agent receives reward for advancing the
story-line, this includes reaching certain checkpoints and collecting various items. An optimal policy will receive a reward
of 45 in the ‘Troll Quest’ and 350 in ‘Open Zork’.
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Figure 1: A graphical representation of our algorithm. Figure 2: Zork1 example screen.
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While Zork1 has many challenges, we focus in this work on the large and complex action space. As the actions are
free-text, it is possible to issue complex commands such as “drop all except the egg and sword” and “look under the rug”.
The walkthrough (optimal policy) we used, solves the game in ≈ 400 steps, using d = 112 unique words and sentences
composed of up to l = 4 words. Thus, the number of possible, unordered, word combinations are |A| = dl/l!, i.e., the
dictionary size to the power of the maximal sentence length, divided by the number of possible permutations. This results
in approximately 10 million possible actions.

In order to isolate the problem, we solve the task using imitation learning. Similar to Silver et al. [2016], by removing the
element of self-play, we are able to deepen our analysis and look into the the various components of our approach. We
show that our approach is capable of solving the entire game of Zork1 when considering the entire set of possible actions.
This is performed using an efficient Encoder-Decoder scheme, in which the encoding is the sum of word embeddings
aSoE, a continuous dense vector. In this work, we use pre-trained word embeddings. The decoding is performed using
a CS approach (IK-OMP, Section 3) to recover the sparse BoW representation of the action aBoW from the sum of word
embeddings aSoE. Note that this algorithmic approach does not require training and is not domain specific.

CS is concerned with recovering sparse representations, such as aBoW from low-dimensional, dense, continuous represen-
tations, here, aSoE. The former can be written as a linear combination of the latter:

min ||aBoW||0 subject to DaBoW = aSoE , (1)

where D is the embeddings matrix, whose i-th column contains the embeddings vector of the i-th token in the dictionary
D. We refer the reader to Elad [2010] for an overview which covers recovery guarantees and ability to cope with noise, in
addition to an overview of the existing approaches.

A common recovery algorithm for solving (1) is OMP [Blumensath and Davies, 2008]. The popular OMP algorithm
proceeds by iteratively finding the dictionary entry with the highest correlation to the signal residual, computed by
subtracting the contribution of a partial estimate of aBoW from aSoE. The coefficients over the selected support set are
then chosen so as to minimize the residual error. In this work, we derive our own variant OMP, referred to IK-OMP and
presented in Section 3.

3 Method

Our method combines CS with imitation learning in order to produce an efficient approach to coping with combinatorial
action space. The Encoder E(s) = aSoE, a Convolutional Neural Network (CNN) that is suited to NLP tasks [Kim, 2014], is
trained to predict the sum of word embeddings of the demonstrated action aenv, e.g., aSoE =

∑
w∈aenv

embedding(w). A
CS (Decoder) algorithm R(aSoE) = aBoW, namely IK-OMP (see explanation below), reconstructs the most plausible BoW
vector aBoW, e.g., it recovers the words which compose aSoE. Finally, the BoW vector aBoW is fed into a Language Model
M(aBoW) = aenv. The goal of the language model is to output the most likely ordering of the provided words, such that it
yields a grammatically correct sentence. In this paper, we use a rule based approach. Our rules are relatively simple, yet
work surprisingly well - e.g., given a verb and an object, the verb comes before the object - e.g., [‘sword’, ‘take’] 7→ ‘take
sword’.

The standard approaches compute the Q value for each action [Mnih et al., 2015, He et al., 2016] or compare the predicted
embedding to all the possible action embeddings [Dulac-Arnold et al., 2015], hence their time complexityO(|A|) = O(dl/l!)
operations at each step. In our approach, the Encoder is a feed-forward neural network which is invariant to the size of
the action space O(1), and the Decoder (IK-OMP) enjoys a complexity of O(l ∗ k ∗ d), as it is required to reconstruct an l
length sentence using a given dictionary D.

Integer K-OMP (IK-OMP) is an alternative CS algorithm, which we introduce in this work. We observe that the standard
CS algorithms attempt to recover a continuous BoW vector. However, as the BoW represents a sentence, it must reside in
∈ Nd. IK-OMP leverages this prior knowledge by adding an integer constraint. Additionally, as OMP iteratively adds
atoms to the recovered support, the choice of a new element in an iteration is blind to its effect on future iterations. To
mitigate this phenomenon, we suggest to use a beam-search procedure which maintains a set of K possible candidates at
each iteration. Our approach is presented in Algorithm 1. Given the final K candidates, the selected BoW vector is the one
which minimizes

argmin
ai

BoW∈[a1
BoW,...,a

k
BoW]

||aSoE −DaiBoW||22 .

4 Experiments

We focus on two experiments, in which we make use of a walkthrough of the game - a sequence of 400 actions required to
solve the game. Our first experiment evaluates the Decoder under a controlled setting, specifically, we test the ability of
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Algorithm 1 IK-OMP

Input: Measurement vector y ∈ Rm, dictionary D ∈ Rm×d,
maximal number of characters L and beam width K
Initial solutions X0 = [0d, . . . ,0d]
for l = 1, L do

for i ∈ [1, . . . , k] do
Extend: Append Xl−1

i +1j ,∀j ∈ [1, ..., d] to Xl−1

end for
Trim: Xl = K- argminXi∈Xl−1 ||y −DXi||22

end for
return XL

Figure 3: Runtime comparison of various
CS approaches.

Algorithm Seconds per Action
OMP 0.008
IK-OMP, K=1 0.008
IK-OMP, K=3 0.021
IK-OMP, K=20 0.166
IK-OMP, K=112 1.116
FISTA (Basis Pursuit) 0.881

the various CS approaches to reconstruct the original action given a noisy and imperfect demonstration. In the second
experiment, we add the Encoder, which is trained using imitation learning, and test the performance of the system as a
whole (Encoder + Decoder).

4.1 Compressed Sensing

We begin by comparing several CS approaches. At each state s, we take the ground-truth action aenv(s) from the
walkthrough, calculate the sum of word embeddings aSoE(s), add noise ε and test the ability of various CS methods
to reconstruct aenv(s). For each method, we compare the run-time (Figure 3), the reconstruction accuracy and the reward
gained in the presence of noise (Figure 4). Specifically, the measured action is ames(s) = aSoE(s) + ε, where ε ∼ N(0, 1)
is normalized based on aSoE(s) and the signal to noise ratio (SnR). While accuracy and reward might seem similar, an
inaccurate reconstruction at an early stage results in an immediate failure, even when the accuracy seems high.

We compare 4 CS methods: FISTA (Basis Pursuit, Arora et al. [2018]), OMP and IK-OMP. The dictionary is composed of
d = 112 possible words which can be used in the game. The dimension of the embedding is m = 50 and the sentence
length is limited to at most 4 words. This yields a total number of ≈ 10 million actions, from which the agent must choose.

Our experiments show that our suggested approach, IK-OMP, outperforms the various baselines (OMP and FISTA) both
in terms of run-time and performance and is capable of correctly reconstructing the original action aBoW, even in the
presence of relatively large noise. This gives evidence that the integer prior, in particular, and the beam search strategy
significantly improve the sparse recovery performance when considering textual signals.

Troll Quest Open Zork

Figure 4: Compressed Sensing: Comparison of the accuracy, and accumulated reward, of the various reconstruction
algorithms on the ‘Troll Quest’ and in ‘Open Zork’. FISTA with λ = 0.8 is selected based on the comparison in the ‘Troll
Quest’. The SnR denotes the ratio between the norm of the original signal aSoE and that of the added noise.

4.2 Imitation Learning

Given a data set of state-action pairs (s,aenv), provided by an expert, the goal is to learn a policy that achieves the best
performance possible. In an imitation learning (IL) setting, the goal is to learn to predict the action aenv the expert took.

The embedding network Eθ(s) is trained to predict (imitate) the sum of word embeddings aSoE(s) of the demonstrated
actions aenv(s), by minimizing the mean squared error between the predicted actions and those demonstrated. We
consider three setups: (1) Perfect demonstrations, where the goal is to test errors due to architecture capacity and function
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Open Zork

Figure 5: Sparse Imitation Learning: Comparison of the accuracy of each reconstruction algorithm on an agent trained
using imitation learning to solve the entire game. Left - Training, center - Gaussian Noise, right - Discrete Action Noise.
In the left graph, IK-OMP with K=20 and K=112 result in identical performance.

approximation, (2) Gaussian noise, ames(s) = aSoE(s) + ε, where the noise is encountered in the embedding space, and (3)
discrete-action noise, in which, with a fixed probability (the x-axis in Figure 5), we replace the ground truth of each sample
with a random, different, action.

Our results, depicted in Figure 5, show that the combination of CS and imitation learning is capable of solving the entire
game of Zork1 (the maximal reward is 350), even in the presence of discrete-action noise. We observe that IK-OMP
outperforms the other methods and shows improved robustness to noise. In the Gaussian noise test, we observe that
all methods are incapable of handling imperfect demonstrations - this is attributed to the additive noise, that of the
approximation error of the network and the Gaussian noise present during training.

5 Conclusions

In this work, we tackled the problem of combinatorial action spaces. We demonstrated that IK-OMP, an improved variant
of the CS algorithm OMP, is able to recover aBoW given noisy observations of aSoE. In addition, we presented a combined
approach of CS with imitation learning. Our approach, Sparse Imitation Learning, is capable of solving the entire game of
Zork1 for the first time, even when provided imperfect demonstrations. In future work, we would like to consider replacing
the fitness function, which selects between the K candidate actions, with a critic network, such that our approach will be
able to improve the performance over the noisy imitation results.
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A policy is said to be robust if it maximizes the reward while considering a bad, or even adversarial, model. In this work
we formalize a new criterion of robustness to action uncertainty. Specifically, we consider a scenario in which the agent
attempts to perform an action a, and with probability α, an alternative adversarial action ā is taken. We show that our
criterion is related to common forms of uncertainty in robotics domains, such as the occurrence of abrupt forces, and suggest
algorithms in the tabular case. Building on the suggested algorithms, we generalize our approach to deep reinforcement
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does our approach produce robust policies, but it also improves the performance in the absence of perturbations. This
generalization indicates that action-robustness can be thought of as implicit regularization in RL problems.

Keywords: Robustness, Reinforcement Learning, Continuous Control

∗equal contribution
†chen.tessler@campus.technion.ac.il

Paper # 58 445



1 Introduction

Recent advances in Reinforcement Learning (RL) have demonstrated its potential in real-world deployment. However,
since in RL it is normally assumed that the train and test domains are identical, it is not clear how a learned policy
would generalize under small perturbations. For example, consider the task of robotic manipulation in which the task is to
navigate towards a goal. As the policy is trained on a specific parameter set (mass, friction, etc...), it is not clear what
would happen when these parameters change, e.g., if the robot is slightly lighter/heavier.

The advantage of robust policies is highlighted when considering imperfect models, a common scenario in real world tasks
such as autonomous vehicles. Even if the model is trained in the real world, certain variables such as traction, tire pressure,
humidity, vehicle mass and road conditions may vary over time. These changes affect the dynamics of our model, a property
which should be considered during the optimization process. Robust MDPs (Nilim & El Ghaoui, 2005; Iyengar, 2005)
tackle this issue by solving a max-min optimization problem over a set of possible model parameters, an uncertainty set,
e.g., the range of values which the vehicle’s mass may take - the goal is thus to maximize the reward, with respect to
(w.r.t.) the worst possible outcome.

Previously, Robust MDPs have been analyzed extensively in the theoretical community, in the tabular case (Nilim &
El Ghaoui, 2005; Iyengar, 2005) and under linear function approximation (Tamar et al., 2013). However, as these works
analyze uncertainty in the transition probabilities: (i) it is not clear how to obtain these uncertainty sets, and (ii) it
is not clear if and how these approaches may be extended to non-linear function approximation schemes, e.g., neural
networks. Recently, this problem has been tackled, empirically, by the Deep RL community (Pinto et al., 2017). While
these approaches seem to work well in practice, they require access and control of a simulator and are not backed by
theoretical guarantees - a well known problem in adversarial training (Barnett, 2018).

Our approach tackles these problems by introducing a natural way to define robustness - robustness w.r.t. action
perturbations - a scenario in which the agent attempts to perform an action and due to disturbances, such as noise or
model uncertainty, acts differently than expected. In this work, we consider a probabilistic robustness criterion: given an
action provided by the policy the Probabilistic Action Robust MDP (PR-MDP, Section 3) criterion considers the case in
which, with probability α, a different possibly adversarial action is taken. This criterion is strongly correlated to real world
uncertainty, for instance, abrupt interruptions such as a sudden push.

2 Preliminaries

2.1 Markov Decision Process

We consider the framework of infinite-horizon discounted Markov Decision Process (MDP) with continuous action space.
An MDP is defined as the 5-tuple (S,A, P,R, γ) Puterman (1994), where S is a finite state space, A is a compact and
convex action metric space. We assume P ≡ P (s′ | s,a) is a transition kernel and is weakly continuous in a, R ≡ r(s,a)
is a reward function continuous in a, and γ ∈ (0, 1). Let π : S → P(A) be a stationary policy, where P(A) is the set of
probability measures on the Borel sets of A. We denote Π as the set of stationary deterministic policies on A, i.e., if π ∈ Π
then π : S → A, and P(Π) as the set of stationary stochastic policies. Let vπ ∈ R|S| be the value of a policy π, defined in
state s as vπ(s) ≡ Eπ[

∑∞
t=0 γ

tr(st,at) | s0 = s], where at ∼ π(st) is a random-variable, Eπ denotes expectation w.r.t. the
distribution induced by π and conditioned on the event {s0 = s}.

3 Probabilistic Action Robust MDP1

Definition 1. Let α ∈ [0, 1]. A Probabilistic Action Robust MDP is defined by the 5-tuple of an MDP (see Section 2.1).
Let π, π̄ be policies of an agent an adversary. We define their probabilistic joint policy πmix

P,α(π, π̄) as ∀s ∈ S, πmix
P,α(a | s) ≡

(1− α)π(a | s) + απ̄(a | s).

Let π be an agent policy. As opposed to standard MDPs, the value of the policy is defined by

vπP,α = minπ̄∈Π Eπ
mix
P,α(π,π̄)[

∑
t γ

tr(st,at)], where at ∼ πmix
P,α(π(st), π̄(st)). The optimal probabilistic robust policy is the opti-

mal policy of the PR-MDP

π∗P,α ∈ arg max
π∈P(Π)

min
π̄∈Π

Eπ
mix
P,α(π,π̄)[

∑

t

γtr(st,at)]. (1)

Simply put, an optimal probabilistic robust policy is optimal w.r.t. a scenario in which, with probability α, an adversary
takes control and performs the worst possible action. This approach formalizes a possible inability to control the system
and to perform the wanted actions.

1Proofs are provided in the full version: https://arxiv.org/abs/1901.09184
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Algorithm 1 Probabilistic Robust PI

Initialize: α, π̄0, k = 0
while not changing do

πk ∈ arg maxπ′ vπ
mix
P,α(π′,π̄k)

π̄k+1 ∈ arg minπ̄ r
π̄ + γP π̄vπ

mix
P,α(πk,π̄k)

k ← k + 1
end while
Return πk−1

Algorithm 2 Soft Probabilistic Robust PI

Initialize: α, η, π̄0, k = 0
while criterion is not satisfied do

πk ∈ arg maxπ′ vπ
mix
P,α(π′,π̄k)

π̄ ∈ arg minπ̄′

〈
π̄′,∇π̄vπ

mix
P,α(πk,π̄) |π̄=π̄k

〉

π̄k+1 = (1− η)π̄k + ηπ̄
k ← k + 1

end while
Return πk−1

In-order to obtain the optimal probabilistic robust policy, one needs to solve the zero-sum game as defined in (1). It is
well known that any zero-sum game has a well defined value on the set of stochastic policies, but not always on the set of
deterministic policies. Interestingly, and similarly to regular MDPs, the optimal policy of the PR-MDP is a deterministic
one as the following proposition asserts.

Proposition 1. For PR-MDP, there exists an optimal policy which is stationary and deterministic, and strong duality

holds in Π, v∗P,α = maxπ∈Π minπ̄∈Π Eπ
mix
P,α(π,π̄)[

∑
t γ

tr(st,at)] = minπ̄∈Π maxπ∈Π Eπ
mix
P,α(π,π̄)[

∑
t γ

tr(st,at)] .

3.1 Probabilistic Action Robust and Robust MDPs

Although the approach of PR-MDP might seem orthogonal to the that of Robust MDPs, the former is a specific case of
the latter. By using the PR-MDP criterion, a class of models is implicitly defined, and the probabilistic robust policy is
optimal w.r.t. the worst possible model in this class. To see the equivalence, define the following class of models,

Pα = {(1− α)P + αPπ : P(Π)} , Rα = {(1− α)r + αrπ : π ∈ P(Π)}.
A probabilistic robust policy, which solves (1), is also the solution to π∗P,α ∈ arg maxπ′∈Π minP∈Pα,r∈Rα Eπ

′
P [
∑
t γ

tr(st,at)],
where EπP is the expectation of policy π when the dynamics are given by P . This relation explicitly shows that π∗P,α is also
optimal w.r.t. the worst model in the class Pα,Rα, which is convex and rectangular uncertainty set , and formalizes the
fact that PR-MDP is a specific instance of RMDP.

3.2 Policy Iteration Schemes for PR-MDP

The Probabilistic Robust PI (PR-PI, Algorithm 1) is a two player PI scheme adjusted to solving a PR-MDP. PR-PI repeats
two stages, (i) given a fixed adversary strategy, it calculates the optimal counter strategy, and (ii) it solves the 1-step
greedy policy w.r.t. the value of the agent and adversary mixture policy.

The Soft Probabilistic Robust PI (Soft PR-PI, Algorithm 2) is updated using gradient information, unlike the PR-PI.
Instead of updating the adversary policy using a 1-step greedy update, the adversary policy is updated using a Frank-Wolfe
update. The Franke-Wolfe update, similar to the gradient-projection method, finds a policy which is within the set of
feasible policies. Since a convex mixture of two policies is a valid policy, the new policy is ensured to be a valid one.

While the two algorithms might seem disparate, Soft PR-PI merely generalizes the ‘hard’ updates of PR-PI to ‘soft’ ones.
This statement is formalized in the following proposition, a direct consequence of Theorem 1 in Scherrer & Geist (2014).

Proposition 2. Let π, π̄ be general policies. Then, arg minπ̄′∈Π r
π̄′
+γP π̄

′
vπ

mix
P,α(π,π̄) =arg minπ̄′∈Π

〈
π̄′,∇π̄vπ

mix
P,α(π,π̃) |π̃=π̄

〉
.

Note that when η = 1 we have that both Algorithms 1 and 2 are identical. In addition, the following result shows that
both algorithms converge to the unique optimal value of the Nash-Equilibrium.

Theorem 3. Denote by vk
def
= vπ

mix
P,α(πk,π̄k). Then, for any η ∈ (0, 1], in Algorithm 2 (or η = 1 for Algorithm 1), vk

contracts toward v∗P,α with coefficient (1− η + γη), i.e.,

||vk − v∗P,α||∞ ≤ (1− η + γη)||vk−1 − v∗P,α||∞ .

4 Experiments

Our approach adapts the Soft PR-PI algorithm to the high dimensional scenario. We train both an actor and an adversary
using gradient ascent/descent. As, in practice, it is hard to measure convergence; we train the actor for N gradient steps
followed by a single adversary gradient step.

2
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We focus on a robust variant of DDPG which we call Action-Robust DDPG. In DDPG Lillicrap et al. (2015), the output of
the policy network is a deterministic policy µθ : S → A. As opposed to DDPG, in Action-Robust DDPG two networks
output two deterministic policies, the actor and adversary policies, denoted by µθ and µ̄θ̄. The critic is trained to estimate
the q-function of the joint-policy, e.g., πmix

P,α(u |s; θ, θ̄)=(1− α)δ(u− µθ(s)) + αδ(u− µ̄θ̄(s)) .

Proposition 4. Let µθ, µ̄θ̄ be the agent’s and adversary’s deterministic policies, respectively. Let π(µθ, µ̄θ̄) be the joint
policy given the agent and adversary policies. i.e., π = πmix

P,α .

Let J(π(µθ, µ̄θ̄)) = Es∼ρπ [vπ(s)] be the performance objective. The gradient of the actor and adversary parameters is:

∇θJ(π(µθ, µ̄θ̄)) = (1−α)Es∼ρπ [∇θµθ(s)∇aQ
π(s,a)] , ∇θ̄J(π(µθ, µ̄θ̄)) = αEs∼ρπ [∇θ̄µ̄θ̄(s)∇aQ

π(s, ā)] .

Figure 1: Hopper-v2: Robust param-
eter comparison.

The Action-Robust DDPG has several parameters that need to be tuned. The scalar
α which measures the adversary’s ‘strength’, the type of exploration scheme, and
the ratio between the number of gradient steps of the actor and adversary. We tune
these parameters by a naive parameter scan; we find optimal parameter given the
others are fixed, as we show in Figure 1. The parameters we choose are the ones
that attain the best performance on the Hopper domain.

We test the selected configuration, across a range of continuous control tasks in
MuJoCo, on a robustness to abrupt forces and model uncertainty task (see Figure
2). We end the experiments section with an attempt to provide some additional
insight into how and why the approach works.

4.1 Training

We test various α values, actor update steps N and exploration schemes. Each
configuration, is trained on 5 random seeds and evaluated across 100 episodes.
The evaluation is performed without adversarial perturbations, on a range of mass
values not encountered during training. We compare to the non-robust DDPG with
parameter space noise, the best performing method in the Hopper-v2 domain.

Figure 1 presents the ablation results. It is clear that the best performing exploration
scheme is OU noise, the perturbation parameter α is 0.1 (optimal under the worst
case mass perturbation during the evaluation) and the number of Actor gradient
steps (per each single Adversary step) is 10. An interesting observation is that even
when lacking additional external noise, the agent reaches high performance, this
suggests that the adversary induces an efficient exploration scheme.

4.2 Testing on various MuJoCo domains

Figure 2 presents our results, on various MuJoCo domains. It is apparent that while
in the Hopper-v2 domain, the PR-MDP outperformed the NR-MDP criterion; this
does not hold on all domains. Moreover, in most of the domains, both operators
outperform the baseline, both in terms of robustness and in terms of performance
in the absence of perturbations.

Failures: It is also important to acknowledge the scenarios in which our algorithm
does not outperform the baseline. Such an example is the InvertedPendulum domain,
in which the performance of the robust operators was found to be inferior to that of
its non-robust counterpart. We find two possible explanations for this phenomenon (i) the parameters are pre-selected
based on the performance in the Hopper domain. (ii) Specifically in the InvertedPendulum domain, where the task is to
balance a pole, an adversary which is too strong (large α value) prevents the agent from solving the task.

4.3 Diving Deeper

We attempt to analyze the behavior of our criteria (Figure 3) by asking two questions: (i) Does the performance increase
due to the added perturbations from the adversary, or does the operator itself induce a prior, e.g., regularization, on the
policy which leads to improved performance. (ii) How close is the empirical behavior to its theoretical counterpart.

Off-Policy Action Robustness: In previous experiments, during training, the action was drawn from the joint policy
of the agent and adversary, where the joint policy is specified in the PR-MDP approaches (see Definition 1). A natural
alternative approach is to act with the actor’s policy, yet, to acquire an action-robust policy in an off-policy fashion.
Meaning, use the same algorithms while obtaining the data without the effect of the adversary. A possible advantage of
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Hopper Walker2d

Figure 2: Robustness to model uncertainty.

such an approach is minimizing the number of bad actions (since the adversary does not intervene), while still benefiting
from the presence of robust learning.

Figure 3: (Left) Testing Off-Policy Action-Robustness,
and (Right) Solving the MaxMin operator.

Figure 3 presents the results of this experiment. Surprisingly, the
off-policy nature, e.g., not acting with the adversarial policy, leads
to performance degradation.

Does MaxMin equal MinMax? While so far we trained our
agent through N actor updates followed by a single adversary
gradient update, this corresponds to the MinMax operator, in
theory the opposite should result in an identical performance for
the PR-MDP approach. Experimentally (Figure 3), we see that
indeed there exists a large correlation between the theoretical
results and those seen in practice. The results are similar to the
regular ratio (Figure 1) with slight improvement.

5 Summary

We have presented a new criteria for robustness, the Probabilistic Action Robust MDP. Additionally; we developed the
Soft PR-PI (Algorithm 2), a policy iteration scheme for solving PR-MDPs. Building upon the Soft PR-PI algorithm, we
presented a deep reinforcement learning approach, which is capable of solving our criterion. We analyzed how the various
parameters affect the behavior and how the empirical results correlate with the theoretical approach. Most importantly, we
notice that not only does training with our criterion result in robust policies, but our approach improves performance even
in the absence of perturbations.

Lastly, for solving an action-robust policy, there is no need in providing an uncertainty set. The approach requires only a
scalar value, namely α (or possibly a state-dependent α(s)), which implicitly defines an uncertainty set (see Section 3.1).
This is a major advantage compared to standard robust approaches in RL and control, which, to the best of our knowledge,
require a distribution over models or perturbations. Of course, this benefit is also a restriction - the Action Robust approach
is unable to handle any kind of worst-case perturbations. Yet, due to its simplicity, and its demonstrated performance, it is
worthwhile to be considered by an algorithm designer.
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Abstract

Policy gradients methods typically require a sample estimate of the state distribution induced by the policy, which results
into excessive interaction with the environment after each policy update in order to avoid poor gradient estimation. In
real applications, such as robotics, sample efficiency is a critical aspect.

Off-Policy policy gradient algorithms has been yet proposed in the literature, but they classically require the introduction
of some strong approximations. For this reason, many works which relies on the off-policy policy gradient theorem, need
to ensure the behavioral policy to be close to the optimization policy, eluding de facto the benefits provided by being
off-policy.

We well define these source of approximations, and we propose an off-policy algorithm which does not rely on these
approximations, leading to a better off-policy gradient estimation. We employ kernel regression and density estimation to
obtain an approximation of both the value function and the state-distribution in closed form. This estimation directly
yields an approximated analytical solution for the policy gradient. We show that the resulting policy gradient estimate is
surprisingly accurate even with a fixed small amount of off-policy samples.

Keywords: policy gradient; non-parametric estimation; off-policy
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1 Introduction

Policy gradient estimation requires the computation of an integral w.r.t. the state distribution induced by the policy. A
common choice is to approximate the integral by monte-carlo estimation, thus by sampling directly from the environment
[14, 7, 10, 9]. When the policy is updated, the state-distribution changes, and new samples are required. This is the main
cause of high sample complexity. The eventual decision to postpone the sampling, or to sample from another distribution,
introduces an error in the estimation of the gradient. A common technique to mitigate this inefficiency is to introduce
a divergence constraint between the estimated new distribution and the current sampled distribution [6, 9]. Since the
state-distribution and the value-function can be computed in closed form for discrete Markov Decision Processes (MDPs)
[13], we use non-parametric estimation, which allows us to work directly on samples.

2 State-of-the-art Off-Policy Policy Gradient

In the literature, there are various off-policy policy-gradient algorithms. Those algorithms are very often based on [1],
which introduces three approximation in order to obtain the off-policy theorem: 1) return modification ; 2) gradient
approximation ; and 3) action detachment.

Return modification. A gradient estimation is said to be off-policy if it can be computed by utilizing a state-action
distribution different from the one induced from the policy. A first step to reach this goal is to introduce a new state-
distribution ρβ (usually the one induced by a behavioral policy) and by modifying the objective Jπ,β =

∫
X ρβ(x)V π(x) dx

so that to maximize the expected return under ρβ [11, 1]. It is very difficult to understand the meaning of the modified
return in equation (2), since the value function depends on the policy π, while the state-distribution is generated by the
behavioral policy. This objective has been inherited to all those algorithm which are developed upon the work from [11]
or from [1], such as A3C [5], DDPG [4], TRPO [9] and PPO [10].

Gradient approximation. To avoid the dependency from the on-policy state-distribution [1] and [11] needed to introduce
a further approximation in the computation of the gradient

∂

∂θ
Jπ,θ =

∫

X
ρβ(x)

∫

A

(
∂

∂θ
πθ(a|x)

)
Qπ(x,a) + πθ(a|x)

(
∂

∂θ
Qπ(x,a)

)
dadx

≈
∫

X
ρβ(x)

∫

A

(
∂

∂θ
πθ(a|x)

)
Qπ(x,a) da dx.

The gradient obtained in this way does not depend on the state distribution µπ induced by the optimization policy π.
However this approximation introduces a relevant source of error.

Action detachment. In order to obtain an off-policy algorithm, being independent on the state distribution is not
enough. One needs to be independent on how the actions are sampled. For the deterministic gradient the computation of
Q(x, πθ(x)) there is no need to know how actions are sampled. On the contrary, the stochastic policy gradient needs to
exploit the log-ratio trick, hence it requires the introduction of the importance sampling [2].

The first two approximations are coarse, and we think that this is the reason for which many methods introduce a KL
constraint between the two policy distributions. By enforcing ρβ to be close to µπ, we are eluding the benefit of being
off-policy.

3 Reinforcement Learning in Discrete World

In reinforcement learning’s literature there is a special focus on the value function vπ, which approximates the expected
return for each observed state. On the contrary there is less focus on the dual counterpart of the value function, which is
the state distribution1 µπi =

∑∞
t=0 Pr(st = i|s0, π) [8]. With µπ we refer to the discounted state visit count dπ introduced

in the work of [12] or the discounted version of Nπ introduced by [13]. The value function and the state distribution can
be defined as

vπ = rπ + γPπvπ, µπ = µ0 + γPTπ µπ (1)
where rπ is a vector of the mean reward, Pπ is the transition matrix, and µ0 is the initial state distribution. It is important
to notice that equation on vπ is also referenced as Bellman equation, and it is extensively used also in the continuous
world, since the integral

∫
P (x′|x)V (x′) dx′ is easy to approximate by sampling. On the contrary, the equation involving

µ0 is almost never used in the continuous world, since
∫
P (x′|x)µ(x) dx is difficult to obtain. This difficulty is the main

1The term distribution is improper since (
∑

i µπi 6= 1), but is just a matter of a multiplying factor.
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reason why µπ is usually estimated on-policy (thus from the interaction of the policy with the environment). In the case of
a discrete world, the equations in (1) are linear and can be solved in closed form

vπ = Λπrπ, µπ = ΛTπµ0

where Λπ = (I − γPπ)−1 is referenced as the resolvent kernel. The objective of reinforcement learning is usually to
maximize a quantity called return Jπ = µT0 vπ = µTπrπ = µT0 Λπrπ which estimates the average cumulative discounted
reward.

Supposing that ∂
∂πPπ and ∂

∂π rπ are known, we are able to obtain the policy gradient by

∂

∂π
Jπ =

∂

∂π
µT0 Λπrπ = µT0 Λπ

(
∂

∂π
rπ

)
+ µT0

(
∂

∂π
Λπ

)
rπ = µT0 Λπ

(
∂

∂π
rπ

)
+ γµT0 Λπ

(
∂

∂π
Pπ

)
Λπrπ

= µTπ

((
∂

∂π
rπ

)
+ γ

(
∂

∂π
Pπ

)
vπ

)
. (2)

4 Non-Parametric Policy Gradient

We notice in the previous sections that in the discrete world is possible to obtain the state-distribution in closed form.
However, its estimation in the continuous world is much more complex. Let us focus our attention to the continuous
world view. We identify Vπ(x) as the value function evaluated in the state x, µ0(x) the initial state distribution, r(x,a) the
average reward observed by the application of the action a in state x, p(x′|x,a) the state transition distribution. We define
two different objectives, one for stochastic policies πθ(a|x) and one for deterministic ones πθ(x) .
Definition 1. Objective with Stochastic Policy

maxθ Jπ = maxθ
∫
X Vπ(x)µ0(x) dx

s.t.Vπ(x) =
∫
A

(
r(x,a) + γ

∫
X V (x′)p(x′|x,a) dx′

)
πθ(a|x) da ∀x ∈ X

Definition 2. Objective with Deterministic Policy
maxθ Jπ = maxθ

∫
X Vπ(x)µ0(x) dx

s.t.Vπ(x) = r(x, πθ(x)) + γ
∫
X V (x′)p(x′|x, πθ(x)) dx′ ∀x ∈ X

The constraints in definitions 1 and 2 are continuous in the sense that they are valid for ∀x ∈ X . This condition makes
the problem intractable, and requires the introduction of an approximation. Very interestingly it is possible to solve the
constraint in closed form following a non-parametric dynamic programming approach [3].

Non-Parametric Modelling. Let us assume to observe a set of n samples from the interaction with the system D ≡
{xi,ai, ri,x′i}i=1...n. Notice that there is no assumption on how the states xi and the actions ai are sampled, however the
reward must be observed ri ∼ r(xi,ai) from the interaction with the environment, as well as the next state x′i ∼ p(·|x,a).
At this point, following the work proposed by [3], we introduce three kernel functionsψ : X×X → R+, ϕ : A×A → R+ and
φ : X × X → R+, which have to be symmetric, positive definite and must sum up to one (e.g.,

∫
s∈Sset ψ(x,y) dx ∀y ∈ X ).

Let us define ψi(x) = ψ(x,xi), ϕi(a) = ϕ(a,ai) and φi(x) = φ(x,x′i). We approximate the reward function by using the
Nadaraya-Watson regression and the transition with kernel density estimation

r̃(x,a) =

∑n
i=1 ψi(x)ϕi(a)ri∑n
i=1 ψi(x)ϕi(a)

, p(x′|x,a) =
p(x′,x,a)

p(x,a)
≈
∑
i φi(x)ψi(x)ϕi(a)∑

i ψi(x)ϕi(a)
= p̃(x′|x,a),

since p̃(x′,x,a) = n−1
∑
i φi(x)ψi(x)ϕi(a) and p̃(x,a) = n−1

∑
i ψi(x)ϕi(a). Following a similar reasoning as the one

in [3] we can obtain a closed form solution for the value function, by using algebraic manipulation and the Galerkin’s
projection. Due to space constraint we omit the mathematical passages, but we recommend to the interested reader to
read the work from [3] in order to have a rough idea. The approximated value function is

Ṽπ(x) = κT (x)Λ̃πΠr (3)
where

Πi,j =

{ ∫
A εj(xi,a)πθ(a|xi) da for stoch. policy
εj(xi, πθ(xi)) otherwise

, Pi,j =

∫

X
φj(x

′)
ψi(x

′)∑
k ψk(x′)

dx′, εi(x,a) =
ψi(x)ϕi(a)∑
j ψj(x)ϕj(a)

,

κi(x) = ψi(x)/
∑
j ψj(x) and Λ̃π = (I − γΠP )−1. We have solved the constraint, and we can now use the approximation

of Vπ obtained in order to compute the return and derive the gradient. Considering that

J̃π =

∫

X
µ0(x)κT (x)Λ̃πΠr and

∂

∂θ
Λ̃π = γΛ̃π

(
∂

∂θ
Π

)
P Λ̃π (4)

it is possible to compute the gradient w.r.t. Jπ using our set of samples D.

2
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Table 1: Experiment 1. Performance per dataset.

DATASET α α̇ ACTIONS SAMPLES NOPG-D NOPG-S DDPG DDPG-Q

A 25 25 2 1250 -905± 434 -628± 263 -4344± 177 -3972± 135
B 27 27 2 1458 -480± 219 -593± 310 -4608± 116 -3946± 141
C 30 30 2 1800 -577 ± 345 -512± 232 -4310± 167 -4064± 132
D 40 40 2 3200 -487± 218 -371± 2.3 -4365± 189 -3966± 74

Experiment 1: Results obtained on three different datasets. The columns α, α̇ and ACTIONS contains the number of the discretization.
Column SAMPLES refers to the number of samples contained in each dataset. The algorithm performance are evaluated over 50 runs.

Definition 3. Gradient Approximated with Kernel Regression

∂

∂θ
J̃π =

∫

X
µ̃Tπ (x)

(
∂

∂θ
Π

)(
r + γP̃ ṽπ

)
dx with

∂

∂θ
Πi,j =

{ ∫
A εj(xi,a)πθ(a|x) ∂∂θ log πθ(a|xj) da
∂
∂aεj(xi,a)|a=πθ(xi) ∂∂θπθ(xi)

(5)

and µ̃Tπ (x) = κT (x)Λ̃µ0(x).

Notice, that differently from the known policy gradient methods, there is no need to approximate µ̃π by collecting samples
from the environment under the policy π On the contrary, it is possible to compute it in closed form given our set of
off-policy samples D. Notice that all the remaining integrals can be approximated with Monte-Carlo sampling, and often
one sample is enough to obtain a good estimation (we cannot discuss this point in detail due to space constraints).

5 Empirical Results

We tested NOPG in two different settings. The purpose of the first experiment is to test the ability of our algorithm to be
truly off-policy, compared to DDPG (which is chosen here among off-policy algorithms for his sample efficiency). The
second experiment aims to test the sample efficiency of NOPG.

5.1 Experiment 1: Off-Policy Analysis
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Figure 1: An example of the state-distribution and the value
function estimated in the task of swing-up pendulum with
our method. The plots shows the estimations before any
policy improvement the optimal policy computed by NOPG-
D algorithm (green correspond to higher values). Notice that
the algorithm is able to predict that the system will reach the
goal state (α = 0, α̇ = 0) (third figure from the left).

The under-actuated swing-up pendulum is a classic task
in reinforcement learning. We sampled the action-states
using an uniform grid, and we observed for each state-
actions pair the resulting reward and next state. We build
four different size of dataset, with a different granularity
of the grid. We compared the deterministic (NOPG-D) and
the stochastic version (NOPG-S) of NOPG with DDPG,
and DDPG-Q, which employs for the estimation of the
Q-function the closed form solution obtained with NOPG.
The idea of DDPG-Q is to provide a fairer comparison
with NOPG. Table 1 summarizes the results. We want
to note that our usage of DDPG and DDPG-Q on a fixed
off-policy setting is improper, since DDPG prescribes a
continuous interaction with the environment. In Figure 1 is
possible to observe that the algorithm is able to recompute
accurately the state distribution and the value function
even if a uniform dataset was used.

5.2 Experiment 2: Sample Complexity

We selected the CartPole-v1 from the OpenAI Gym’s li-
brary, in order test NOPG on a more complex system. In order to analyze the sample complexity we collected datasets of
different sizes by the interaction of a random policy with the environment, until the desired number of samples is reached.
The dataset is generate at the beginning of each run of the experiment using a random policy, so to obtain more variability.

In figure 2 we can observe the average number of steps obtained by the interaction of the policy found with NOPG.
The maximal length of the episode is of 200 steps, but the episodes terminates before if physical limits are reached.
every experiment is averaged on 50 seeds. Notice that since the dataset is generated with a random policy, the end
of the track is never observed by the system, yielding an undeniable negative effect on the performances. We used
in all our experiments a neural network of 50 neurons, with two output in the case of stochastic policy for encod-
ing the mean and the log-standard-deviation of a Gaussian. We used Gaussian kernels for NOPG and for DDPG-Q.

3
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Figure 2: Performance of the proposed algorithms for the cart-pole envi-
ronment. The return Jπ indicates the average number of steps performed
per episodes. It is possible to observe that NOPG-D generally is less
efficient for a small number of samples, but it achieve higher results with
a bigger datasets, in comparison to NOPG-S.

5.3 Results

From the off-policy analysis in Section 5.1 is
possible to argue that NOPG-D and NOPG-S
are able to work in an off-line fashion (table 1),
given a small fixed dataset obtained off-policy.
Our technique is able to estimate accurately
the state-distribution and the value function
(figure 1), and to obtain a good policy-gradient
estimation. On contrary, DDPG and DDPG-Q
fail in finding a good solution.

Our sample complexity analysis carried out
in Section 5.2 it is possible to argue that the
proposed technique is sample efficient. The
performance is negatively affected by the fact
that in the generated dataset the limit of the
cart are never reached.

6 Conclusion and Future Work

We presented an off-line off-policy policy gradient algorithm, which overcomes the issues presented both for stochastic
and deterministic policies. We tested our algorithm two environments, and achieve good solutions with minimal amount
of samples. We also empirically showed that off-policy algorithms such as DDPG fail in converging to a good solution if
fed with a fixed off-policy dataset. There is however vast space for improvement. The most critical aspect of NOPG is its
poor scalability w.r.t. data. This aspect can be improved by introduce some sparsification in the matrix computation.

In conclusion, we have proposed a sample-efficient off-line policy gradient. This can be viewed as a possible starting point
for developing more sample efficient on-line policy-gradient algorithms, which will potentially benefit the application of
reinforcement learning directly to real system.
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Abstract 

 

In commonly used standard reinforcement learning models, values are updated only for the chosen options 
while the values remain unchanged for the other options. On the other hand, when applying reinforcement 
learning models to animals and humans, it is more natural to assume that the learned values are lost over 
time as a consequence of memory decay (i.e., the forgetting process). Thus, we compared a standard 
reinforcement learning model to a reinforcement learning model that includes a forgetting process, using 
human choice data from a two-stage decision task in which the reward probability changed slowly and 
randomly over the trials. The algorithm used to implement the forgetting process was similar to that of the 
learning process. In the learning process, the values of the chosen options were assumed to be updated toward 
the obtained outcome and a learning rate adjusts the degree of updating. On the other hand, in the forgetting 
process, the values of the unchosen options were assumed to gradually approach towards a default value, 
which is a new concept introduced in our model, and it was also assumed that a forgetting rate adjusts the 
degree of change. The data were well fitted by including the forgetting process. Moreover, our simulation 
data demonstrated possible estimation biases due to fitting data using a model without the forgetting process. 

 

Keywords:  Reinforcement Learning; Model-Based; Forgetting Process; Default Value; Estimation Bias 
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1 Introduction 

In standard reinforcement learning (RL) models, values are updated only for the chosen options while the 
values remain unchanged for the other options. On the other hand, when applying RL models to animals and 
humans, it is more natural to assume that the early-learned values are lost over time as a consequence of 

memory decay (i.e., the forgetting process). It has been reported that the inclusion of the forgetting process in 

RL models improved fits to actual choice data obtained from rats (Ito & Doya, 2009), monkeys (Barraclough, 

Conroy, & Lee, 2004), and humans (Niv et al., 2015). In these models, the values of the unchosen options were 

assumed to gradually approach zero. This assumption may be proper when the calculated values represent 

the association strength between action and outcome. However, when the values express expected values 

rather than association strengths, it is possible to encounter a case in which unchosen options increase their 

values because of their increased uncertainty. Thus, we introduce a new concept, default value, which 

represents the endpoint that the values of the unchosen options gradually approach (Toyama, Katahira, & 

Ohira, 2017). It also corresponds to an expected value for options in the absence of experience or knowledge 

regarding the relationship between option and outcome. In this study, we examine the validity of the 

forgetting process in an RL model using experimental data. For this purpose, we used a two-stage decision-

making task developed by Daw, Gershman, Seymour, Dayan, and Dolan (2011) and their computational 

model which provides a parameter representing the balance between model-based and model-free learning. 

We also simulated possible biases in estimating this parameter from the data including the forgetting process 

by using a model which does not include the forgetting process.  

2 Methods 

In the experiment, 23 students participated. The same task was used in both the experiment and the 

simulations. 

1.1  Task 

Participants conducted a two-stage decision-making task including 303 trials (Figure 1). In each trial, they 

were required to choose one of two options at the first and second stages successively and the second-stage 

choice produced a feedback (rewarded or unrewarded). Importantly, each option at the first stage has a 

propensity to transition to a particular state of the second stage. That is, an option in the first stage leads to 

one of the second-stage states in 70% cases and the other in 30% cases, 

whereas the other option leads to these states in a reversed manner. Thus, 

different choice preferences can be predicted between when participants use 

a transition model or not. The reward probabilities of each second-stage 

option changed slowly and in random directions over the trials, and the same 

reward probabilities were used for all participants.  

1.2  Computational model 

We used a model proposed by Daw et al. (2011). The model-free system uses SARSA(λ) TD learning 

(Rummery & Niranjan, 1994) to update state-action values, 𝑄𝑀𝐹(𝑠𝑖 , 𝑎𝑖), at each stage i in each trial. The action 

values chosen at the first stage, 𝑄𝑀𝐹(𝑠1, 𝑎1), and at the second stage, 𝑄𝑀𝐹(𝑠2, 𝑎2), are updated, respectively, 

by the state prediction error and the reward prediction error (RPE) as follows: 

𝑄𝑀𝐹(𝑠1, 𝑎1) ← 𝑄𝑀𝐹(𝑠1, 𝑎1) + 𝛼𝐿1(𝑄𝑀𝐹(𝑠2, 𝑎2) − 𝑄𝑀𝐹(𝑠1, 𝑎1)), (1) 

𝑄𝑀𝐹(𝑠2, 𝑎2) ← 𝑄𝑀𝐹(𝑠2, 𝑎2) + 𝛼𝐿2(𝑟2 − 𝑄𝑀𝐹(𝑠2, 𝑎2)), (2) 

 
Figure 1. The behavioral task 
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where 𝛼𝐿1 and 𝛼𝐿2 are the learning-rate parameters of each stage and 𝑟2 denotes the reward (1 or 0). The 

first-stage value is again updated by the second-stage RPE but its impact is discounted as follows, 

𝑄𝑀𝐹(𝑠1, 𝑎1)  ←  𝑄𝑀𝐹(𝑠1, 𝑎1) +  𝛼𝐿1𝜆(𝑟2 − 𝑄𝑀𝐹(𝑠2, 𝑎2)), (3) 

where 𝜆 is an eligibility-trace decay parameter. Regarding the second stage, 𝑄𝑀𝐹 calculated with Eq. (2) is 

equal to the model-based value, 𝑄𝑀𝐵, because there is no transition to a further stage. On the other hand, the 

model-based values of the first-stage actions (𝑎𝑘 ∈ 𝑎1,1, 𝑎1,2) are computed anew each time as follows: 

𝑄𝑀𝐵(𝑠1, 𝑎𝑘)  = ∑ 𝑇(�́�|𝑠1, 𝑎𝑘)max
𝒂

𝑄𝑀𝐵(�́�, 𝒂)

�́�

, (4) 

where 𝑇(�́�|𝑠1, 𝑎𝑘) is a transition-probability function that describes the probability of moving to a second-

stage state �́� after choosing action 𝑎𝑘 at the first stage. 𝒂 is the set of possible actions in state �́�. 𝑇(�́�|𝑠1, 𝑎𝑘) 

was simply defined as a value of either 0.7 or 0.3 depending on the experienced transition frequency. Finally, 

the first-stage 𝑄𝑀𝐹  and 𝑄𝑀𝐵 are integrated into a net value, 𝑄𝑁𝐸𝑇, with a weighting parameter 0 ≤ 𝑤 ≤ 1. 

𝑄𝑁𝐸𝑇(𝑠1, 𝑎𝑘) = 𝑤𝑄𝑀𝐵(𝑠1, 𝑎𝑘) + (1 − 𝑤)𝑄𝑀𝐹(𝑠1, 𝑎𝑘). (5) 

For action selection, the net values are converted to probabilities of choosing each action using a softmax 

function where the degree of value-dependency and the tendency towards value-independent perseveration 

are adjusted respectively by the inverse temperature, 𝛽1 and 𝛽2, and the choice trace weight, 𝜙. 

Forgetting process: To implement the forgetting process in the above model, we introduced a forgetting 

parameter, 0 ≤ 𝛼𝐹 ≤ 1, in each stage (𝛼𝐹1and 𝛼𝐹2 ). The values of unchosen actions are updated as follows: 

𝑄𝑀𝐹(�̃�𝑖 , �̃�𝑖) ← 𝑄𝑀𝐹(�̃�𝑖 , �̃�𝑖) + 𝛼𝐹(𝜇 − 𝑄𝑀𝐹(�̃�𝑖 , �̃�𝑖)), (6) 

where 𝑄𝑀𝐹(�̃�𝑖 , �̃�𝑖) represents the values of the unchosen actions and the values of the unvisited-state actions 

in stage i. The parameter 0 ≤ 𝜇 ≤ 1 is a default value to which unchosen action values are regressed. Under 

this rule, all initial 𝑄𝑀𝐹 values are set to equal 𝜇. Hereafter, the model including the forgetting process is 

called the model with forgetting and the model excluding this process is called the model without forgetting. 

3  Experimental results 

Parameter estimation and model comparison: The parameters were estimated for each participant by a 

maximum log-likelihood method. For a comparison of the models, we computed the Bayesian information 

criterion (BIC; Schwarz, 1978) for each participant in each model as BIC = -2LL + k log(n), where LL is the log 

likelihood of the choice probabilities, k is the number of free parameters, and n is the total number of choices. 

The model with forgetting was significantly favored (with smaller BIC values) over the model without 

forgetting [t(22) = 3.33, p = .003, d = 0.69]. Of the 23 participants, 17 supported the model with forgetting, as 

shown in Figure 2A, which indicates the differences in BIC between the two models for each participant. 

Default value parameter: From Eq. (6), it is predictable that a high default value 𝜇 increases the values of 

the unchosen options. Therefore, a high 𝜇 will capture a type of exploration behavior or a choice shift caused 

by an expectation for recently unchosen uncertain options. To confirm this prediction, we conducted Pearson 

correlation analysis between the estimated 𝜇 and the average stay probabilities at the first stage. There was 

a negative correlation (r = –.56, p = .005; Figure 2B). In other words, those who had a higher default value or 

a higher expectation for unchosen options showed greater exploration behavior. 

Forgetting process and estimation of parameter 𝒘: Figure 2C shows the correspondence of the estimated 

model-based weighting parameters 𝑤 of the two models. The values of 𝑤 for 20 of 23 participants were 

estimated to be lower when estimated by the model without forgetting than the model with forgetting. The 

degree of difference was different among the participants (minimum = 0.52, mean = -0.11, maximum = -0.88).  
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4  Simulations 

Next, we examined possible parameter estimation biases, especially the biases in the model-based weight 

parameter, when data is fitted using a model without forgetting. For this purpose, synthetic datasets with 

various forgetting rates and model-based weights were prepared. These were then fitted for the model with 

forgetting and the model without forgetting. 

Synthetic data: Synthetic datasets for four simulations were generated from the models with forgetting. 

Simulations 1 and 2 tested the effect of the first-stage forgetting rate 𝛼𝐹1, and simulations 3 and 4 tested the 

effect of the second-stage forgetting rate 𝛼𝐹2. These parameters were varied from 0 to 0.3 in steps of 0.05. The 

parameter 𝑤 was also changed from 0 to 1 in steps of 0.2. Thus, there were 42 true parameter sets in each 

simulation. Considering the direction of value changes in the forgetting process, we examined two cases: 𝜇 =

0 (simulations 1 and 3) and 𝜇 = 1 (simulations 2 and 4). The other parameters were fixed (𝛼𝐿1 = 0.2, 𝛼𝐿2 =

0.3, 𝛽1 = 7, 𝛽2 = 7, 𝜆 = 0.4, 𝜙 = 0.8 and 𝛼𝐹1 = 0.2 or 𝛼𝐹2 = 0.3). From each true parameter set, the choice 

data of 100 agents performing the two-stage task with 303 trials were produced.  

Fitting by the models with and without forgetting: The generated data were fitted with the model including 

the full set of free parameters (the full model) or with the model in which the target parameter, 𝛼𝐹1 or 𝛼𝐹2, 

was set to zero, and the parameter 𝜇 was fixed at the true value. Figure 3 shows the estimated values of 𝑤 

when the data were fitted with the full model (solid blue line), or the model that lacked the forgetting process 

in either the first stage (simulations 1 and 2, solid red line) or the second stage (simulations 3 and 4, solid red 

line). Regardless of the value of 𝜇, if the model lacked the first-stage forgetting process, the larger the true 

𝛼𝐹1 was, the more the estimated 𝑤 was biased in the model-based direction (simulations 1 and 2). In contrast 

to this, when the model lacked the second-stage forgetting process, the larger the true 𝛼𝐹2 was, the more the 

estimated 𝑤 was biased in the model-free direction (simulations 3 and 4). 

To consider the possible causes of the observed biases, we focused on the first-stage model-free and model-

based values because the parameter 𝑤  only has meaning in this stage. From the equations of the 

computational model, it is clear that parameter 𝛼𝐹1 relates to the calculation of the first-stage model-free 

values but not the model-based values, whereas the parameter 𝛼𝐹2 relates to the calculation of the first-stage 

model-based values but not the first-stage model-free values. In general, the parameter estimation is biased 

to weight the more accurate part of the calculation to enhance the fit to the data. Hence, the parameter 𝑤 is 

biased in the model-based direction when the fitting model lacks 𝛼𝐹1 (simulations 1 and 2) and in the model-

free direction when the fitting model lacks 𝛼𝐹2 (simulations 3 and 4). In addition, our simulations showed 

that the larger the true forgetting rate was, the more the estimation of 𝑤 was biased. 

A.       B.      C. 

 
Figure 2. (A) Differences between the model with forgetting and the model without forgetting in the Bayesian 

information criterion (BIC) scores for each participant. (B) Relationship between the average stay probabilities of all 

trials at the first stage and the parameter 𝜇 estimated by using the model with forgetting. (C) Relationship between 

the parameter 𝑤 estimated by the model without forgetting and 𝑤 estimated by the model with forgetting. 

Paper # 125 458



 

5  Conclusion 

In the experimental study, the inclusion of the forgetting process in the model lead to an improvement in the 

model fit. Considering that many studies have demonstrated that uncertainty prompts exploration behavior 

(Badre, Doll, Long, & Frank, 2012), it is supposed that recently unchosen options might carry some vague 

expectation related to their increased uncertainty. This may be captured by the default-value parameter 

introduced in our model which showed a positive correlation with the exploration behavior. However, most 

of the previous studies used models without forgetting. Model misspecification is known to cause undesirable 

biases in parameter estimation (Katahira, 2018). In our simulations, it was revealed that the weighting 

parameter 𝑤 was biased towards the model-based direction when the fitting model lacked the first-stage 

forgetting process. However, it was biased towards the model-free direction when the fitting model lacked 

the second-stage forgetting process. Considering the fact that the estimations from the experimental data were 

biased to the model-free direction, the forgetting process in the second stage is more critical in this task. This 

is reasonable because the second-stage has more options than the first-stage and the effect of the forgetting 

process may be more severe than at the first-stage. In summary, our study proposes the inclusion of the 

forgetting process into RL models and also shows the possible estimation biases arising from the use of a 

model without forgetting. 
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Figure 3. Estimation bias for the parameter 𝑤. The synthetic data for simulations 1 and 3 were generated by the 

model with forgetting in which 𝜇 was set to zero, and those for simulations 2 and 4 were generated by the model 

with forgetting in which 𝜇 was set to one. The panels show the true 𝑤 in the generating model (dashed black 

line), the median of the estimated 𝑤 according to the full model (solid blue line), and the median of the estimated 

𝑤 according to the model without forgetting (no-F1 mode is 𝛼𝐹1 = 0 and no-F2 mode is 𝛼𝐹2 = 0; solid red line).  
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Abstract

The interactive machine learning (IML) community aims to augment humans’ ability to learn and make decisions over
time through the development of automated decision-making systems. This interaction represents a collaboration be-
tween multiple intelligent systems—humans and machines. A lack of appropriate consideration for the humans involved
can lead to problematic system behaviour, and issues of fairness, accountability, and transparency. This work presents
a human-centred thinking approach to applying IML methods. This guide is intended to be used by AI practitioners
who incorporate human factors in their work. These practitioners are responsible for the health, safety, and well-being of
interacting humans. An obligation of responsibility for public interaction means acting with integrity, honesty, fairness,
and abiding by applicable legal statutes. With these values and principles in mind, we as a research community can bet-
ter achieve the collective goal of augmenting human ability. This practical guide aims to support many of the responsible
decisions necessary throughout iterative design, development, and dissemination of IML systems.
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1 Introduction and Background

Machine learning (ML) comprises a set of computing science techniques for automating knowledge acquisition rather
than relying on explicit human instruction. Interactive ML (IML) systems incorporate humans with ML techniques. The
goals of IML include the amplification and augmentation of human abilities. All ML system have humans at some point
in the learning loop; some interactions are more evident than others. For example, interacting humans may provide
data, objective functions, direct feedback, algorithms, or code. Some system designers choose to acknowledge and feel a
responsibility for these humans more than others.

Examining ML from a human-centred perspective requires re-framing work-flows to include humans during concep-
tualization, implementation, and interaction. Human-centred thinking will lead to more usable ML systems, improved
mutual understanding, and augmented communication between intelligent systems [18]. These benefits come at the
increased cost of time and energy to understand human factors and many designers choose to ignore social factors.
Ignorance has serious implications (i.e. reward misalignment between humans and machines [6, 2, 22, 12].

Human-centred design develops solutions to problems by involving the human perspective in all steps of the process.
Human-centred systems put people before machines, and delight in the ability and ingenuity of humans [3].

Fails and Olsen (2003) [5] introduced interactive machine learning (IML). Amershi et al. (2014) [1] discuss interaction
modalities, and the AAAI-17 tutorial, “Interactive Machine Learning: From Classifiers to Robotics”, presented a com-
prehensive history of the field [9]. Incorporating human decision making with ML systems continues to be an active
area of research [15, 8, 12, 13]. Previous work has discussed the virtues of human-centered thinking in ML [7, 14]. But,
there continues to be a gap between the mental models of responsible ML practitioners and many contemporary ML
deployments.

A good proportion of ML research happens at institutions with ethics review boards. These groups should rigorously
apply ethical principles through review of proposed studies. But, they may not exist in your organization, or they may
not provide a comprehensive review. This guide details many of the ethics review board questions and extends beyond
these considerations. Many ML systems will find their way out of laboratory settings without ethics review. For instance,
many ML studies will have no human subjects, but this research (i.e. the code, data, and models) will be released and
used by the general public. Design, development, and deployment can happen without subscribing human subjects
directly.

Sec. 2 focuses on the humans-in-the-loop, the goals and hypotheses of the research, and the data. This section also
presents two design thinking exercises: a whiteboard model–which can help identify streamlined processes, and a pre-
mortem–which can help identify potential risks and failure modes early in the process. Sec. 3 concerns itself with the the
iterative development process. It advocates for checking in with the humans-in-the-loop at each iteration. Sec. 4 focuses
on questions of model deployment and public communication. It can be helpful to read through this guide before
starting the project and to continually check-in with it for design, development, and dissemination of human-interactive
decision-making systems.

2 Human-Centered Design

Step 1: Define the hypothesis State the investigated question of interest. Can you pose it as a testable hypothesis [20],
which can be supported by evidence? The premise is the starting point and motivation for investigation.

Step 2: Loop in humans Define your values and principles. How will you align this work with human needs? Identify
individual and societal social factors in the problem. Start by considering why your hypothesis is essential not just to
you, but to the larger community of people who might interact with it. How will the system augment human lives?

Consider the question of interest from multiple stakeholder perspectives. For instance, think about three groups of
individuals: those invested in the success of the work, those impacted by your work, and those who might be interested
in the work. Empathize with stakeholders to appreciate how the problem, and potential solutions, will affect them.

Consent starts with communication. Build open-communication channels with stakeholders in these groups. Gather
from them ideas, design requirements, concerns, and questions. You should review your values alongside the values of
these individuals. How will these stakeholders engage with your system? Thinking about this now will help during Step
9: Deploy. How might the interaction look? Ask each of them how they will evaluate the performance of your system?
Discuss how the system might be used both constructively and misapplied to harm. This dual-use discussion is ongoing
in the field of ML [21].

Choices you make will impact these people directly, and you are responsible for the impact of your work on them.
Embrace this responsibility. These stakeholders can champion your system if you engage them early in the process and
often through iteration.
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Step 3: Define the goal Define a specific, measurable, attainable, relevant, and timely goal. It should be linked directly
to the hypothesis from Step 1: Hypothesis. The goal should clearly define success. This definition will embrace the ways
that your stakeholders will engage with, and evaluate the performance of your system.

Often there are multiple metrics which define success for a given problem. ML system designers often refine optimization
to a single metric of interest. Consider both your optimization metric (i.e. model performance indicator) and your
measures of system success. How does this learning objective align with the ways that your stakeholders will evaluate
your system? Define a testing suite for safety which you will use in Step 6: Evaluate your model. These tests should
consider human health, safety, and well-being. As well, they should evaluate your system on biases, fairness, and
equality across hidden features in your data [11].

It can help to align your work with familiar categories of existing ML work [10]. Is this project developing a new model,
applying existing methods to new data, or presenting a new model of human behaviour? Does the system test the
limitations of current models on a new problem?

Given your goal, what are the technical, scientific, implementation problems which need to be solved? You should be
able to break your system into small components (e.g. data, processing, evaluation). Doing so will make addressing each
part individually easier. What are some of the downstream impacts of accomplishing your goal? That is, if the results
support your hypothesis, what else might be true?

Step 4: Define the data An ML system is a reflection of the training data it learns on. It can reflect many common
human biases. What is your ideal data set? How much data do you desire? How much data do you need? Why might
these amounts be different? What are the dependent and independent variables? How will the data be organized and
represented for the learning system? How might possible data sources stray from the ideal ort data? How will you define
what outliers, and bad data points, are?

How will you accumulate, clean, parse, label, and safely store your data? How might you fill in blanks in your data?
Can you use software to simulate data? Experiments on simulated data designed to test assumptions and gain intuition
provide valuable insights. How will you incorporate new data which arrives after deployment?

How will you handle participant recruitment and compensation? If you pay for data (e.g. through crowd-sourcing,
direct payment to humans, or a third party), what are the costs of accumulating data? What are the usage rights and
responsibilities of your data? What is the ownership model for this data?

If you have humans in your data collection, consider the ethical implications of collecting their data. How are your data
generating humans informed of the use of their data? How are data privacy and security communicated? What are the
potential biases and sensitivities in human-collected data (i.e. personal or identifying information)?

Once you collect your data, split it into training, evaluation (i.e. validation), and held-out testing data segments. Do this
early, lest you leak information from the test segment into your model selection and parameter tuning processes.

2.1 Design Thinking Exercises

The Whiteboard Model For the whiteboard model exercise consider the following: given your hypothesis, stakeholder
analysis, and goal, how would you get to a solution given a short amount of time and only a whiteboard? It is tempting to
think about novel techniques which might address your goal. Preferably, it is often more effective to make something that
works (i.e. your whiteboard model) and then make iterative improvements. This thought exercise will also provide an
opportunity to mentally zoom-out from the problem and think about how potential solutions fit into a broader direction.

The Pre-mortem For the pre-mortem exercise, imagine that the project fails for a variety of reasons. Write down these
failure modes. Then, for each failure mode, work backwards to identify what might have lead to different results. This
process of prospective hindsight can increase the ability to identify reasons for future outcomes by 30% [17] correctly.
A pre-mortem can provide insights and ideas which you can use in the next iterative development steps and can help
reduce the chances of arriving at predictable failure modes.

3 Develop, Analyze, Evaluate, and Iterate

Step 5: Build model Safe design is the first step towards safe use. Think about model misuse starting with the first
model you build. Step 2: Loop in Humans covered much of this preparation.

Consider simple models for your learning from your data. A simple model serves as a baseline for comparing model
improvements. What is your baseline model? It might be a model that generates random outputs; random is a perfectly
reasonable baseline and can help to identify other bugs in the development pipeline. Other reasonable benchmarks
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include a ’majority-class’ model that predicts the most common output in the training set and a ’by-hand’ model which
invites a human to consider the inputs and generate an output.

The ’by-hand’ model is often called a Wizard-of-Oz, or human-assisted model, and has been used at scale by large tech
companies to help understand human interactions [16]. Similar to the whiteboard model, these baselines will help to define
essential features in your data for the given performance metric.

Step 6: Evaluate model Your evaluation data will serve as a consistent comparison for model improvement. Test your
model on your evaluation data segment. Track your key metric. The performance of your baseline model starts as your
’best,’ and ’worst,’ performing model. Keep your model performances as comparators as you iterate in Step 8: Re-
evaluate and Iterate. What the limitations of your evaluation scheme? What are the unaccounted costs or errors? How
does the model perform on the evaluation data and the safety suite designed in Step 3: Define the goal.

With each model evaluation iteration, it is essential to think about biases, fairness, and equality across diverse groups.
Each iteration is a crucial checkpoint to communicate with stakeholders. Your stakeholders’ discussions should include
how they feel your model has addressed the ideas, interests, design requirements, concerns, and questions brought up
in Step 2: Loop in Humans. How do they evaluate system performance? How would the baseline model impact them?
Consider your stakeholders might be satisfied with your baseline model.

Step 7: Analyze trade-offs You will make trade-offs as you make iterate models, and model parameters, towards opti-
mizing your crucial metric. Consider these trade-offs by listing each of them and their associated impacts independently.
Trade-offs often include factors such as cost, storage, learning speed, inference speed, computation complexity, model
serving, deployment, and human interpretability. It helps to perform ablation studies which systematically remove
model components to determine their relative contributions. Considering each of these trade-offs will help you iterate
on your model development.

Step 8: Re-evaluate and iterate Given the trade-offs defined in Step 7, review your key metrics. Ensure you capture
all the information required before continuing. For instance, how do you log experimental parameters (i.e. model
information) and results? Once you are confident that you can systematically make model improvements towards your
evaluation metric, then it is time to iterate through Steps 5, 6, and 7. Once your evaluation performance converges, only
then should you test your model(s) on the held out test set data segment. This testing should be used to compare models,
and not to tune model parameters.

4 Disseminate

Step 9: Deploy the system Present and test the system with your stakeholders and individuals you have not engaged
with up to this point. When testing with humans, focus on usability. How are stakeholders interacting with your model?
Usability can have a profound effect on the perceived quality and capability of models. These are valuable interactions,
note how these humans interpret the performance of your system.

Consider that many humans may act against the system, by accident or on purpose. How will you handle attacks on your
model? What are the technical security implications of model security and the value-based human-experience design
choices you have made which may influence human-behaviour? What are the fail-safes and procedural safeguards and
how can you adapt them during deployment? How are you communicating the risks of interaction?

Step 10: Communicate The purpose of communication is to convey the key ideas to your audience clearly so that they
may comprehend them with minimal effort. You should be able to state your key results and how it aligns with your
hypothesis? Do your results match or contradict similar work? What are the limitations of the current model? How
might these problems be addressed in the future? Do the results challenge any of the ideas or beliefs of the stakeholders?

When communicating the project, it is helpful to follow the ML Reproducibility checklist [19]. Can you open source your
code, data, models, and deployment? Consider how and why others might attempt reproduction.

5 Conclusions

Human-centred thinking for design and development can lead to substantial improvements in the development and
adoption processes. By empathizing with those invested in, impacted by, or adversaries of ML systems, developers
can better serve the needs of all humans involved. Enabling human to efficiently and effectively interact with systems
continues to be a key design challenge [4]. Human-centric design in ML can help address ongoing challenges of bias
and unfairness and potentially improve the transparency and accountability of the choices which go into designing,
developing and deploying new systems.
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Abstract

In this paper we consider an online recommendation setting, where a platform recommends a sequence of items to its
users at every time period. The users respond by selecting one of the items recommended or abandon the platform due
to fatigue from seeing less useful items. Assuming a parametric stochastic model of user behavior, which captures posi-
tional effects of these items as well as the abandoning behavior of users, the platform’s goal is to recommend sequences
of items that are competitive to the single best sequence of items in hindsight, without knowing the true user model a
priori. Naively applying a stochastic bandit algorithm in this setting leads to an exponential dependence on the number
of items. We propose a new Thompson sampling based algorithm with expected regret that is polynomial in the number
of items in this combinatorial setting, and performs extremely well in practice. We also show a contextual version of our
solution.

Keywords: Thompson sampling, sequential choice, online recommendations,
fatigue, regret upper bound.
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1 Introduction

In applications such as email newsletters or app notifications, the platform’s goal is to carefully tailor items so as to
maximize revenue while maintaining user retention. Both these metrics depend not only on the intrinsic quality of the
items themselves, but also on the way they are positioned when the users view them. When the user’s precise behavior
is not known a priori, the platform may have to learn and maximize revenue simultaneously. In many such platforms,
users can be categorized into different types and the platform has the ability to interact with multiple users of the same
type sequentially and independently. If the items are well aligned with the interests of the users, then the platform
benefits from increased sales, its brand gets promoted and may also cause steady user growth. On the other hand, if
the items are not interesting to the users, then it may induce fatigue (a state where their perceived value of the platform
decreases) leading to user abandonment (for instance, canceled subscriptions or app uninstalls).

In this paper, we consider the following setting: the platform needs to learn a sequence of items (from a set of N items)
by interacting with its users in rounds. In particular, it wants to maximize its expected utility when compared to the
best sequence in hindsight. When a user is presented with a sequence of items, they view it from top-to-bottom and at
each position they make decisions: whether satisfy with the current items and whether abandon the platform. One could
attempt to model the above problem using the stochastic Multi-armed Bandit (MAB) formalism, where the decision
maker selects one arm out of (say N ) arms in each round, and receives feedback in the form of a reward sampled from
a reward distribution. In our setting, the platform can choose both the length of the sequence as well as the order of
the items, and this is essentially a combinatorial problem in each round. The recommended sequence of items should
balance the penalty of user abandonment versus the upside of user choosing a high revenue item. The probability
of a user choosing a high revenue item is not independent of other items in the recommended list. We assume that the
aforementioned user behavior has a particular parametric form (see Section 2), whose parameters are not known a priori.

In this extended abstract, we design a fatigue-aware online recommendation solution, which we call the Sequential Bandit
Online Recommendation System (SBORS). SBORS is generated from Thompson Sampling (TS) based algorithm with pos-
terior approximation and correlated sampling to control exploration-vs-exploitation trade-off. We give the regret upper
bound of SBORS (Section 3) isC1N

2
√
NT log TR+C2N

√
T log TR · log T+C3N/R (hereC1, C2 andC3 are constants, and

R is a tunable algorithm parameter that captures the number of times that we sample the relevant random variables, see
Section 3). We also propose a variant of our algorithm in the contextual setting where the user’s context/profile affects
the preference and abandonment parameters (Section 4). Additional details for theoretical analysis and experiments are
provided in the full version [4].

2 Model

Our setting is similar to that of [2]. Consider a platform containing N different items indexed by i. let its corresponding
revenue be ri if selected. User’s intrinsic preference for an item i is denoted by ui. After viewing each item from a
recommended list, the user has a probability p of abandoning the platform, and the occurrence of this event causes the
platform to incur a penalty cost c. Note that ri, ui, p, c ∈ [0, 1]. We represent the sequence of items at time/round t as
St = (St1, S

t
2, ..., S

t
m), where Sti denotes the ith item, and m represents the length of the sequence.

After the user at time t sees item i, s/he has three options based on behavior parameters u and p: (1) The user is satisfied
with the item i (perhaps clicks the item’s link and navigates to a target page), then no further items are presented to
the user. In this situation, the platform earns revenue ri. (2) The user is not satisfied with item i and decides to see the
following item i + 1 in the sequence of items (for instance, the next notification) if it exists. When the sequence runs
out, the user exits the platform. In this situation, the platform will neither earn a reward nor pay a penalty cost. (3) The
user has lost interest in the platform (presumably after viewing uninteresting items) and s/he decides to abandons the
platform (for instance, by uninstalling the app). In this situation, the platform incurs a penalty c.

The behavior parameters u and p parameterize the following distributions. Consider a random variable W t following a
distribution FW . W t measures the tth user’s patience, capturing the number of unsatisfied items the user sees without
abandoning the platform. In particular, FW is a geometric distribution with parameter p. Let q = 1 − p. Then qk =
qk−1(1 − q) denotes the probability that a user abandons the platform after receiving kth unsatisfying item. Further,
let F̃W (k) = P (W > k) = 1 − P (W ≤ k) = qk denote the probability that a user does not abandon the platform
after receiving the kth unsatisfying item. The probability of each item i being selected is ui, which is only determined
by its content. The probability of each item i being selected when it belongs to the sequence of items S (dropping the
superscript t for simplicity) is denoted as pi(S). pi(S) not only depends on the item’s intrinsic value to the user, but
also depends on its position and the other items shown before it. The probability of total abandonment is denoted as
pa(S), and represents the sum of the probabilities that the platform is abandoned after receiving k unsatisfying items. In
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summary,

pi(S) =





ui if i ∈ S1,

F̃W (l − 1)
∏l−1
k=1(1− uI(k))ui if i ∈ Sl, l ≥ 2,
0 if i /∈ S.

And pa(S) =
∑m
k=1 qk

∏k
j=1(1− uI(j)), where I(k) means that in the sequence of items S, the kth items is i, i.e. Sk = {i}.

We denote U(S,u, q) as the total utility (payoff) that the platform receives from a given sequence of items S. The goal is
to find the optimal sequence of items that can optimize the expected utility E[U(S,u, q)] =

∑
i∈S pi(S)ri − cpa(S):

max
S

E[U(S,u, q)] s.t. Si ∩ Sj = ∅,∀i 6= j. (1)

The constraint above specifies that all the items contained in the sequence are distinct. We denote the optimal sequence
of items for a given u, q pair using S∗ = argmax

S
E[U(S,u, q)]. If it is not unique, ties are broken arbitrarily.

3 SBORS: Sequential Bandit for Online Recommendation System & Regret Analysis

We first describe an algorithm that captures the TS approach. Unfortunately, a direct analysis of this version is difficult,
so we modify it suitably to design our proposed algorithm SBORS. Due to length limitation, we will not discuss the
precursor to SBORS here. For more information, please see full version [4].

Denote ci(t) as the total number of users selecting item i, and fi(t) as the total number of users observing item i without
selection. Let Ti(t) = ci(t) + fi(t). Denote na(t) as the number of users who abandon the platform by time t, ne(t) as
the number of times that users do not select an item and do not abandonment by time t. Let Nq(t) = ne(t) + na(t). Let
I(·) denote the index function such that I(k) = i if and only if Sk = i. As shown in [2] (Lemma 5), we can get unbiased
estimates of the true parameters as follows:

Lemma 1 Unbiased estimates: ûi(t) =
ci(t)
Ti(t)

is an unbiased estimator for ui and q̂i(t) =
ne(t)
Nq(t)

is an unbiased estimator for q.

Motivated by [1], in algorithm SBORS we maintain a Gaussian posterior distribution for the selection parameter ui and
the abandonment distribution parameter q, which we update as we observe the user’s feedback to our current recom-
mended list. We also perform correlated sampling (which boosts variance boosting and allows for a finer exploration-
exploitation trade-off). For a user arriving at time t, we calculate the current optimal sequence of items based on samples
u′(t) and q′(t). When the sequence of items is shown, we observe the user’s feedback, then update the corresponding
parameters of the relevant Beta distributions.

Posterior approximation: We approximate the posteriors for ui, q by Gaussian distributions with approximately the
same mean and variance as the original Beta distributions. In particular, let

ûi(t) =
ci(t)

ci(t) + fi(t)
=
ci(t)

Ti(t)
, σ̂ui

(t) =

√
αûi(t)(1− ûi(t))

Ti(t) + 1
+

√
β

Ti(t)
, (2)

q̂(t) =
ne(t)

ne(t) + na(t)
=
ne(t)

Nq(t)
, σ̂q(t) =

√
αq̂(t)(1− q̂(t))
Nq(t) + 1

+

√
β

Nq(t)
, (3)

where α > 0, β ≥ 2 are constants, be the means and standard deviations of the approximating Gaussians.

Controlling exploration via correlated sampling: Instead of sampling u′ and q′ independently, we correlate them by
using a common standard Gaussian sample and transforming it. That is, in the beginning of a round t, we generate a
sample from the standard Gaussian θ ∼ N(0, 1), and the posterior sample for item i is computed as ûi(t)+ θσ̂ui(t), while
the posterior sample for abandonment is computed as q̂(t)+θσ̂q(t). This allows us to generate sample parameters for i =
1, · · · , N that are highly likely to be either simultaneously high or simultaneously low. As a consequence, the parameters
corresponding to items in the ground truth S∗, will also be simultaneously high/low. Because correlated sampling
decreases the joint variance of the sample, we can counteract by generating multiple Gaussian samples. In particular,
we generate R independent samples from the standard Gaussian, θ(j) ∼ N(0, 1), j ∈ [R]. We take the maximum from j
samples. Precisely, the parameters are generated as:

u′i(t) = max
j=1,··· ,R

ûi(t) + θ(j)σ̂ui
(t)2, and q′(t) = max

j=1,··· ,R
q̂(t) + θ(j)σ̂q(t)

2

Then we solve the optimization problem to get St = argmax
S

E[U(St,u′(t), q′(t))].

Our main result is shown in Theorem 1. We omit the theoretical analysis for brevity. Please refer to [4] for more details.
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Algorithm 1 SBORS algorithm
Initialization: Set ci(t) = fi(t) = 1 for all i ∈ X ; ne(t) = na(t) = 1; t = 1;
while t ≤ T do

Update ûi(t), q̂(t), σ̂ui(t), σ̂q(t) from (2) and (3);
(a) Correlated sampling:
for j = 1, ..., R do

Get θ(j) ∼ N(0, 1) and compute u′(j)i (t),q
′(j)(t)

For each i ≤ N , compute u′i(t) = max
j=1,··· ,R

u
′(j)
i (t) and q′(t) = max

j=1,··· ,R
q′(j)(t).

(b) Sequence selection:
Compute St = argmax

S
E[U(S,u′(t), q′(t))]; Observe feedback upon seeing the kt = |St| items;

(c) Posterior update:
for j = 1, · · · , kt do

Update

(cI(j)(t), fI(j)(t), ne(t), na(t)) =





(cI(j)(t) + 1, fI(j)(t), ne(t), na(t)) if select and leave
(cI(j)(t), fI(j)(t) + 1, ne(t) + 1, na(t)) if not select and not abandon
(cI(j)(t), fI(j)(t) + 1, ne(t), na(t) + 1) if not select and abandon

ci(t+ 1) = ci(t), fi(t+ 1) = fi(t) for all i; ne(t+ 1) = ne(t), na(t+ 1) = na(t)
t = t+ 1;

Theorem 1 (Main Result) Over T rounds, the regret of SBORS (Algorithm 1) is bounded as:

Reg(T ;u, q) ≤ C1N
2
√
NT log TR+ C2N

√
T log TR · log T +

C3N

R
,

where C1, C2 and C3 are constants and R is an algorithm parameter.

4 SBORS in the Contextual Setting

We now consider a more realistic setting where the diversity of users affects the offered sequence of items. Let each user’s
information be denoted as a d dimensional vector xt at round t, which determines this user’s preference parameter u(xt)
and abandonment parameter q(xt). User’s feedback for each item is whether it is selected or not, and the feedback for
abandonment is also binary. Let Rui(t) and Rq(t) represent the feedback after showing a sequence St in round t. Thus,
Rui(t) = ci(t) − ci(t − 1), Rq(t) = na(t) − na(t − 1). Since Rui(t) and Rq(t) are binary, we assume that a logistic map
µ(x) = 1

1+e−x relates the context and the parameters. That is,

ui(xt) =
1

1 + e−γ
T
i xt

, and q(xt) =
1

1 + e−δTxt
, (4)

where γi and δ are unknown parameters. We can estimate γi (for each i ∈ [N ]) and δ by solving the following equations
at each round [3]:

T−1∑

t=1

1(i ∈ St) ·
(
Rui(t)− µ(γTi xt)

)
xt = 0, and

T−1∑

t=1

(
Rq(t)− µ(δTxt)

)
xt = 0. (5)

This allows us to extend SBORS (Algorithm 1) in a natural way (see Algorithm 2). To initialize, we offer each of item
once to an initial set of users. Then in each round t, we first update γi(t) and δ(t) based on (5). Next we compute ũi(t,x)
, q̃(t,x) and their corresponding σ̃s, given context x using (4). Next, we sample u′i(t,x) and q′(t,x) from Gaussians as
before and solve max

S
E[U(S,ut(xt), qt(xt))].

5 Empirical Experiments & Conclusion

In this section, we only demonstrate the robustness of Algorithm 1 by comparing how the regret changes with respect to
different values of u and other relevant parameters. For more scenarios and discussion, please refer to [4].

Setting: N = 30, reward ri is uniformly distributed between [0, 1], abandonment distribution probability p = 0.1 and the
cost of abandonment c = 0.5. Additionally, we generate u form [0,0.1], and discuss the influence of sampling parameter
R, and fixed constants α, β on the regret separately.
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Algorithm 2 Contextual SBORS algorithm
Initialization: Set ci(t) = fi(t) = 1 for all i ∈ [N ]; ne(t) = na(t) = 1; t = 1;
Offer each item to users 1, · · · , N and collect feedback. Update t = N ;
while t ≤ T do

(a) Posterior sampling:
Update γi(t) and δ(t) by quasi-MLE according to (5); Observe user’s contextual information xt
Get ũi(t,xt) and q̃(t,xt) according to (4), and

σ̃ui
(t,xt) =

√
αũi(t,xt)(1−ũi(t,xt))

Ti(t)+1 +
√

β
Ti(t)

, σ̃q(t,xt) =
√

αq̃(t,xt)(1−q̃(t,xt))
Nq(t)+1 +

√
β

Nq(t)
,

where Ti(t) = ci(t) + fi(t), Nq(t) = ne(t) + na(t), and α and β are the same as Algorithm 1;
For each item i ∈ [N ], sample u′i(t,xt) and q′(t,xt) from the corresponding Gaussian distribution:
u′i(t,xt) ∼ N(ũi(t,xt), σ̃ui(t,xt)); q′(t,xt) ∼ N(q̃(t,xt), σ̃q(t,xt))
(b) Sequence selection:
Compute St = argmax

S
E[U(S,u′(t,xt), q′(t,xt))]; Offer St and observe feedback.

(c) Posterior update: Same as step (c) of Algo. 1.

Influence of u: We present four scenarios, when the preference parameter u is uniformly generated from [0, 0.1], [0, 0.2],
[0, 0.3], [0, 0.5], element-wise. Fig. 1(a) shows that the regrets eventually tend to stop growing steeply. The more u is
spread out, the lower the regret is.

Influence of R: We set α = 1, β = 2 and vary R. Fig. 1(b) shows that lower R values reduce the regret. One extreme case
is R = 1, which essentially removes variance boosting and still performs well empirically.

Influence of α: We set R = 10, β = 2 and change α. Fig. 1(c) shows that lower α values reduce the regret.

Influence of β: We set R = 10, α = 1 and change β. Fig. 1(d) shows that lower β reduce regret. For analysis, we needed
β ≥ 2, but we observe that choosing β < 2 can still lead to better regret hinting at a potential slack in our analysis.
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Figure 1: Plots for SBORS with different u, R, α, and β.

In this extended abstract, we present a new Thompson Sampling based algorithm for making recommendations where
users experience fatigue. We use techniques such as posterior approximation using Gaussians, correlate sampling
and variance boosting to control the exploration-exploitation trade-off and derive rigorous regret upper bounds. Our
bounds depend polynomially on the number of items and sub-linearly on the time horizon (C1N

2
√
NT log TR +

C2N
√
T log TR · log T + C3N/R). Our algorithm is easily extendable to the contextual setting.
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Abstract

We consider privacy-preserving algorithms for reinforcement learning with continuous state spaces. The aim is to release
the value function which does not distinguish two neighboring reward functions r(·) and r′(·). Existing studies that
guarantee differential privacy are not extendable to infinity state spaces, since the noise level to ensure privacy will scale
accordingly. We use functional noise, which protects the privacy for the entire value function approximator, without
regard to the number of states queried to the function. With analyses on the RKHS of the functional, the uniform bound
such samples noise and the composition of iteratively adding the noise, we show the rigorous privacy guarantee. Under
the discrete space setting, we gain insight by analyzing the algorithm’s utility guarantee. Experiments corroborate our
theoretical findings.

Our code is available at https://github.com/wangbx66/differentially-private-q-learning. For all the
technical details the full paper is at https://arxiv.org/abs/1901.10634.

Keywords: differential privacy, RKHS, reinforcement learning, q-learning
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1 Introduction

Increasing interest in reinforcement learning (RL) and deep reinforcement learning has led to recent advances in a wide
range of algorithms [SB18]. While a large part of the advancement has been conducted on the space of games, the
applicability of RL extends to other practical cases such as recommendations and search engines [BHM12]. With the
popularity of the RL algorithms raised the concerns about their privacy. Namely, the released policy function and value
function are trained based on the reward signal and other inputs, which are commonly relying on sensitive data. For
example, an RL recommendation system may use the reward signals simulated by users’ historical records. This historical
information can thus be inferred by recursively querying the released functions.

RL methods learn by carrying out actions, receiving rewards observed for that action in a given state, and transitioning to
the next states. Observation of the learned policy and value can reveal the following sensitive information: the reward
function is a succinct description of the task and the preference; the visited states may carry important contextual information
on the users, such as age, gender occupation, and etc.; the transition function includes the dynamic of the system and the
impact of actions on the dynamic. Among those, the reward function is the most vulnerable and valuable component. The
former is by the fact that the reward involves the least amount of randomness. The later is due to the rich information
contained in the reward function that directly describes the users. In this paper the aim is to protect the reward function.

In order to achieve this under continuous space settings, we investigate the Gaussian process mechanism, proposed by
[HRW13]. The mechanism provides functional noise-adding to the value function approximation hence the function can
be evaluated at arbitrary many states while preserving the privacy. The mechanism requires a reproducing kernel Hilbert
space (RKHS) and our choice of RKHS ensures that neural networks are included in the functional space hence can be used
as the approximation. With the use of the mechanism, we can modify the deep Q-learning algorithm [MKS+15, WD92] so
that the value function is protected after each update. The privacy guarantee follows a series of techniques elaborated.

Utility analysis of our algorithm is given under the tractable discrete state space case to gain some insight.

We provide an implementation of our algorithms and our experiments corroborate the theoretical findings.

Related Works. There is a significant line of research that discusses privacy-preserving approaches on online learning and
bandits [SB18, Sze10]. The algorithms protect the neighboring rewards sequences from being distinguished, which is close
to our definition of neighboring reward functions. The works [TD17, MT15, TS13] share the similar motivation as our
work, but they do not scale to the continuous space due to the

√
N or

√
N logN factor involved where N is the number

of arms. Similarly motivated are the the online learning settings [GUK17, ALMT17, AS17], where analyses are based on
optimizing a fixed objective and thus will not apply to our setting.

More closely related are studies on contextual bandits [SS19, SS18, LWZC16], where a contextual vector is analogous to
the states in reinforcement learning. Equivalently, policy evaluation [BGP16] considers a similar setting where the value
function is learned for a one-step MDP. The major challenge to extend these work is that reinforcement learning, which is
an iterative process of policy evaluation and policy improvement, requires access to the reward sequence. Our proposed
approach will be for both the evaluation and the improvement, while also extending it to non-linear approximations.

A general approach that can be applied to continuous spaces is the differential privacy deep learning framework [ACG+16].
The method perturbs the gradient estimator in the updates of neural networks to preserve privacy. In our problem,
applying this method will require a large noise level which makes it unrealistic to keep a competitive performance. In fact,
the framework relies on the setting where at most one data point can be different in the neighboring inputs. It therefore
benefits from a 1/B factor on the noise level where B is the batch size. This no longer holds as in reinforcement learning
all reward signals can be different for neighboring reward functions, causing the noise to scale B times.

2 Preliminaries

2.1 Notations on Markov Decision Process and Reinforcement Learning

An MDP includes the state space S, the action space A = {1, . . . ,m}, the transition kernel T , the reward function
r : S × A → R, and the discount factor γ ∈ [0, 1). We investigate bounded and continuous state space S ⊆ R and
without loss of generality assume that S = [0, 1]. Denote the corresponding action-state value function as Qπ(s, a) =
Eπ[
∑∞
t≥0 γ

tr(st, at)|s0 = s, a0 = a,π]. When the context is clear, we omit π and write Q(s, a) instead.

2.2 Differential Privacy

Differential privacy [DKM+06, DMNS06] ensures that data analysis should not differ at the aggregate level whether any
given user is present in the input or not. This latter condition on the presence of any user is formalized through the notion
of neighboring inputs. In this paper, r and r′ are considered neighboring inputs if ‖r − r′‖∞ ≤ 1.
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Definition 1. A randomized mechanismM : D → U satisfies (ε, δ)-differential privacy if for any two neighboring inputs d and d′
and for any subset of outputs Z ⊆ U it holds that

P(M(d) ∈ Z) ≤ exp(ε)P(M(d′) ∈ Z) + δ.

An important parameter of a mechanism is the (global) sensitivity of the output.

Definition 2. For all d, d′ ∈ D neighboring inputs, the sensitivity of a mechanismM is defined as

∆M = max
d,d′∈D

‖M(d)−M(d′)‖, (1)

where ‖ · ‖ is some norm defined on U .

Vector-output mechanisms. For converting vector-valued functions into a (ε, δ)-DP mechanism, one of the standard
approaches is the Gaussian mechanism. This mechanism adds N (0,σ2I) to the outputM(d). In this case U = Rn and ‖ · ‖
in (1) is the `2-norm ‖ · ‖2 of the Euclidean space.

Proposition 3 (Vector-output Gaussian mechanism [DR14]). If 0 < ε < 1 and σ ≥
√

2 ln(1.25/δ)∆M/ε, thenM(d) + y is
(ε,δ)-differentially private, where y is drawn from N (0,σ2I).

Function-output mechanisms. In this setting the output of the function is a function, which means the mechanism is a
functional. We consider the case where U is an RKHS and ‖ · ‖ in (1) is the RKHS norm ‖ · ‖H. Hall et al. [HRW13] have
shown that adding a Gaussian process noise G(0,σ2K) to the outputM(d) is differentially private, when K is the RKHS
kernel of U .

Proposition 4 (Function-output Gaussian process mechanism [HRW13]). If 0 < ε < 1 and σ ≥
√

2 ln(1.25/δ)∆M/ε, then
M(d) + g is (ε,δ)-differentially private, where g is drawn from G(0,σ2K) and U is an RKHS with kernel function K.

3 Differentially Private Q-Learning

3.1 Our Algorithm

Algorithm 1 Differentially Private Q-Learning with Functional Noise
1: Input: the environment and the reward function r(·)
2: Parameters: target privacy (ε, δ), time horizon T , batch size B, action space size m, learning rate α, reset factor J
3: Output: trained value function Qθ(s, a)
4: for j in [T/B] do
5: ĝk[B][2]← {} if j ≡ 0 mod T/JB;
6: for b in [B] do
7: t← jT/B + b;
8: Execute at = arg maxaQθ(st, a) + ĝa(st);
9: Receive rt and st+1, s← st+1;

10: for a ∈ [m] do
11: Insert s to ĝa[:][1] such that the list is increasing;
12: Sample zat ∼ N (µat,σdat)), according to Eq. (2), Appendix A;
13: Update the list ĝa(s)← zat;
14: end for
15: yt ← rt + γmaxaQθ(st+1, a) + ĝa(st+1);
16: lt ← 1

2 (Qθ(st, at) + ĝa(st)− yt)2;
17: end for
18: Run one step SGD θ ← θ + α 1

B∇θ
∑(j+1)B
t=jB lt;

19: end for

We present our algorithm for privacy-preserving Q-learning under the setting of continuous state space. We perturb the
updated value function at each iteration by adding a Gaussian process noise. This is described by line 18 and 19 of the
algorithm, where ĝ is the noise. Line 13-17 describes the necessary steps for ĝ to simulate the Gaussian process. Line 6-8
re-sample a Gaussian process sample path for every J iterations. Other steps are similar to [MKS+15].

Insights into the algorithm design. We require two reward functions r and r′ to not be distinguished by observing the
learned functions. Since the reward signal r(s, a) can appear at any s. Therefore, we need a stronger mechanism that
covers the entire state space, which leads to our utilization of the tools provided by Hall et al. [HRW13].

2

Paper # 11 472



Figure 1: Empirical results on differentially private q-learning. The y-axis denotes the score. The x-axis is the number of
samples the agent has trained on. Averaged over 10 random seeds.

3.2 Privacy, Efficiency, and Utility of the Algorithm

Privacy analysis. There are three main components in the privacy analysis. Analysis of the RKHS, composition of the
mechanism, and the uniform bound of the noise. With these components our privacy guarantee is shown in the below
Theorem 5.
Theorem 5. The Q-learning algorithm in Algorithm 1 is (ε, δ + J exp(−(2k − 8.68

√
βσ)2/2))-DP, provided that 2k > 8.68

√
βσ,

and
σ ≥

√
2(T/B) ln(e+ ε/δ)C(α, k,L,B)/ε,

where C(k,L,B) = ((4α(k + 1)/B)2 + 4α(k + 1)/B)L2, L is the Lipschitz constant of the value function approximation, B is the
batch size and T is the number of iterations, and α is the learning rate.

Time complexity. We show that the noise adding in our algorithm is efficient. In fact, the most complex step introduce by
the noise-adding is the insertion in line 14, which takes logarithmic time.
Proposition 6. The noised value function in Algorithm 1 can respond to Nq rounds of queries in O(log(Nq)) time.

Utility analysis. To the best of our knowledge, there is no study to rigorously analyze the utility of deep reinforcement
learning. However, we gain insight by analyzing the algorithm’s learning error in the discrete state space setting.
Proposition 7. Let v′ and v∗ be the value function learned by our algorithm and the optimal value function, respectively. In the case
J = 1, |S| = n <∞, and γ < 1, the utility loss of the algorithm satisfies E[ 1n‖v′ − v∗‖1] ≤ 2

√
2σ√

nπ(1−γ) .

3.3 Discussion

Extending to other RL algorithms. Our algorithm can be extended towards the actor-critic method and its variants
[MBM+16, YWT18]. Any post-processing of the private Q function will not break the privacy guarantee, including
experience replay and ε-greedy policies [MKS+15]. In the case where the reward is directly accessed in the policy gradient
estimation [SML+15, LW18, PFW+18] one should add noise to the policy function as well.

Extending to high-dimensional tasks. Our approach can also be extended to high-dimension spaces by choosing a high
dimensional RKHS. For example, the kernel function exp(−β‖x− y‖1) where ‖ · ‖1 is now the Manhattan distance. It is
also possible to use other RKHS for the Gaussian process noise, such as the space of band-limited functions.

4 Experiments

We test Algorithm 1 using our designed MDP settings and plot the learning curve with a variety of noise levels and
J values in Figure 1. Intuitively, with the increase of the noise level, the algorithm takes more samples to achieve the
performance of the non-noisy version. However, we observe that with the noise being reset every round (J = T/B), the
algorithm is likely to converge with limited sub-optimality.
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Abstract

This work tackles the off-policy evaluation problem within the contextual bandit setting, where only the action and
reward recommended by the logging policy were recorded and thus available at evaluation. This kind of situation
is encountered in applications where one wants to compute the optimal policy using data previously collected in an
offline manner. Previous work have extended the PAC-Bayesian analysis to this setting, providing bounds on the clipped
importance sampling risk estimator using a recent regularization technique known as counterfactual risk minimization. The
contribution of this work is to tighten this existing result through the application of various PAC-Bayesian concentration
inequalities: Kullback-Leibler divergence, Bernstein, and Azuma-Hœffding. This yields bounds on the empirical risk
estimator that either converge at a faster rate given the amount of prior data, or that are more robust to the clipping
factor.
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1 Introduction

In many applications of interactive learning, one wants to leverage previously collected data in an offline manner in
order to compute the optimal policy at a later stage. For instance, this is the case of recommender systems, where data
may have been gathered previously under some recommendation policy (e.g. best top results) and one wants to use
this data to evaluate an alternative recommendation policy. This is known as off-policy or offline evaluation. In this work,
we will tackle the off-policy evaluation problem within the contextual bandit setting, where only the action and reward
recommended by the logging policy were recorded and thus available at evaluation (Li et al., 2011).

The PAC-Bayesian analysis (Shawe-Taylor and Williamson, 1997; Shawe-Taylor et al., 1998; McAllester, 1999) has been
dominantly focusing on studying supervised setting of statistical learning, where data is assumed to be independently
and identically distributed (i.i.d), within the PAC (Probably Approximately Correct) learning framework (Valiant, 1984).
Such analysis highlights the trade-off between the complexity of individual models from the hypothesis space and their
empirical performance, with high probability guarantees on their expected performance. Seldin et al. (2011, 2012) have
extended the framework to non-i.i.d setting such as bandits and reinforcement learning. Additionally, London and
Sandler (2018) applied PAC-Bayesian analysis on a recent regularization technique known as counterfactual risk minimiza-
tion (Swaminathan and Joachims, 2015) for off-policy evaluation on stochastic contextual bandits. The contribution of
this work is to tighten this existing result through the application of various PAC-Bayesian concentration inequalities.

2 Contextual bandits

The stochastic contextual bandit (Langford and Zhang, 2008) is described by an arbitrary context spaceX , an action space
K = {1, . . . ,K}, and a distribution D over tuples (x, ρ), with x ∈ X and ρ : X × K 7→ Y . Without loss of generality, we
will assume in the following that Y = [0, 1]. The problem can then be formulated as an episodic game where on each
episode t ∈ N>0:

1. a context and reward function (xt, ρt ∼ D) are generated from the environment;

2. the learner observes the context xt ∈ X but does not observe the function ρt;

3. the learner selects an action kt ∈ K;

4. the learner observes the reward yt = ρt(xt, kt)

5. the learner updates its knowledge based on this experience.

Assuming thatK is finite, the goal of the learner is to learn a policy π : X 7→ ∆(K) for choosing actions over the probability
simplex according to the context such that to maximize the expected reward G(π) = E(xt,ρt)∼DEkt∼π(xt)ρt(xt, kt). This is
equivalent to minimizing the counterfactual risk: R(π) = 1−G(π).

3 Off-policy evaluation

The task of off-policy policy evaluation consists in estimating either the true expected reward G(π) or the true counter-
factual risk R(π) of an arbitrary policy π based on a n-length history Fπ0

n = {(x1, k1, y1), . . . , (xn, kn, yn)} generated by
some policy π0. This is often referred to as learning from logged bandit feedback (Li et al., 2011, 2012; Mary et al., 2014). For
simplicity, we will only focus on analyzing the counterfactual risk R due to its similarity to expected reward G.

Assumption 1 (Time-invariance of π0). We assume that the logging policy π0 is stationary, such that for every timestep
i 6 n, the corresponding action ki ∈ Fπ0

n has been sampled from the initial policy π0.

A challenge in off-policy evaluation is to derive consistent estimators R̂(π,Fπ0
n ) for some policy π 6= π0, with low bias

with regard to true counterfactual R(π) and low variance with regard to the any history Fπn for any policy π. Main
methods for creating such estimators are direct modelling (Hassanpour and Greiner, 2018), importance sampling (Kearns
et al., 2000; Precup, 2000), and doubly robust (Dudı́k et al., 2011), which combines the two previous to produce an
estimator with lower variance and bias. This work focuses on the importance sampling (IS) counterfactual risk estimator

R̂IS(π,Fπ0
n ) = 1− E(xi,ρi)∼D

[
Eki∼π(xi)

[
ρi(xi, ki)

π0(xi, ki)

]]
≈ 1− 1

n

n∑

i=1

π(xi, ki)

π0(xi, ki)
ρi(xi, ki), (1)

More specifically, we consider one important variant, that is the clipped importance sampling with counterfactual risk
minimization objective (Hassanpour and Greiner, 2018).
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Clipped importance sampling The essence of this approach is to set a lower bound on the propensity score π0(xi, ki),
resulting in a clipped importance sampling risk estimator (CIS):

R̂CIS(π,Fπ0
n ) = 1− 1

n

n∑

i=1

π(xi, ki)

max{π0(xi, ki), pmin}
ρi(xi, ki)

︸ ︷︷ ︸
yCIS
i

. (2)

Clipping by pmin trades off variance for bias in the estimator. Empirical variance regularizer for the clipped importance
sampling weighted reward yCIS

i can be applied to lead to faster shrinking of the difference between true counterfactual
risk and empirical counterfactual risk, in comparison to without such regularizer. The variance penalty term, known as
counterfactual risk minimization (CRM), is based on the following generalization error bound.

Theorem 3.1 (Counterfactual Risk Minimization (Swaminathan and Joachims, 2015)). Let Π denote the space of policies.

R(π) 6 R̂CIS(π,Fπ0
n ) +O

(√
V̂[R̂CIS(π,Fπ0

n )] + C(Π)

n
+

C(Π)

n

)
, (3)

where C(Π) ∝ N∞(ε,Π) measures the cardinality of the minimal ε−covering of Π, and V̂[R̂CIS(π,Fπ0
n )] is the unbiased sample

variance of the CIS risk estimator.

4 PAC-Bayesian Counterfactual Risk Minimization

London and Sandler (2018) provide a Bayesian perspective of CRM by applying PAC-Bayesian analysis (McAllester,
1999) on contextual bandits, in a manner similar to Seldin et al. (2011). They achieve the following CRM bound, which
depends on prior distribution P and posterior distribution Q over known deterministic hypothesis space H : X → K
such that πQ(x, k) = Eh∼Q[I{h(x) = k}] corresponds to the posterior probability that a random hypothesis h maps an
action k to context x. From the PAC-Bayesian perspective, the learner, which can be seen as a Gibbs classifier, samples h
from Q(H) and selects action k = h(x). In the off-policy evaluation setting considered in this work, the logging policy π0
induced by P generated the history Fπ0

n , and the goal consists in estimating R(π) using R̂CIS(π,Fπ0
n ).

Theorem 4.1 (PAC-Bayesian Counterfactual Risk Minimization (London and Sandler, 2018)). Let H ⊆ {h : X → K}
denote a hypothesis space mapping contexts to actions and let KL(Q||P) denote the Kullback-Leibler divergence between (absolutely
continuous) probability measures Q,P over the set H. In particular, let P and Q be the prior and posterior distributions over H,
respectively. For any n > 1, δ ∈ (0, 1), pmin ∈ (0, 1) , with probability at least 1 − δ over FP

n , which is history generated by π0
induced by P, the following holds simultaneously for all Q and its corresponding induced πQ:

R(πQ) 6 R̂CIS(πQ,FP
n) +

√
2( 1
pmin
− 1 + R̂CIS(πQ,FP

n))(KL(Q||P) + ln n
δ )

pmin(n− 1)
+

2(KL(Q||P) + ln n
δ )

pmin(n− 1)
(4)

Note 1. When R̂CIS(πQ,FP
n) = 1− 1

pmin
, the generalization bound yields O( 1

n ) converging rate. In particular, minimizing
R̂CIS(πQ,FπP

n ) and keeping policy πQ close to logging policy πP through the KL minimizes R(πQ).

This result is obtained using the PAC-Bayesian-Hœffding inequality (McAllester, 2003). The following proposed result
tightens the bound using various concentration inequalities.

4.1 Proposed result

By applying PAC-Bayes-KL inequality (Seeger, 2002), PAC-Bayes-Berstein inequality (Tolstikhin and Seldin, 2013), and
PAC-Bayes-Azuma-Hœffding inequality (Seldin et al., 2012) (Theorems A.1,A.3,and A.2) on PAC-Bayesian CRM (Theo-
rem 4.1), we obtain the following result.

Theorem 4.2 (PAC-Bayesian Counterfactual Risk Minimization Extensions). Let H ⊆ {h : X → K} denote a hypothesis
space mapping contexts to actions. For any n > 1, δ ∈ (0, 1), pmin ∈ (0, 1) and fixed prior, P on H and its corresponding induced
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policy π0, with probability at least 1− δ over FP
n , the following bounds holds simultaneously for all Q with induced policy πQ:

(KL) R(πQ) 61−δ R̂CIS(πQ,FP
n) +

1

pmin

√
KL(Q||P) + ln n+1

δ

2n
(5)

(Bernstein) R(πQ) 61−δ R̂CIS(πQ,FP
n) +O

(KL(Q||P) + ln 1
δ

n

)
if Q satisfies Eq.17 (6)

R(πQ) 61−δ R̂CIS(πQ,FP
n) +O

(
√

KL(Q||P) + ln 1
δ

npmin

)
otherwise (7)

(Azuma-Hœffding) R(πQ) 61−δ R̂CIS(πQ,FP
n) +O

(
√
p2minKL(Q||P) + ln 2

δ

n

)
. (8)

4.2 Outline of proof

The complete proof is provided in Appendix B. Let D and Dn respectively denote the true and empirical joint distribu-
tions of context x and reward function ρ. The idea consists in constructing empirical counterfactual risk functions rD and
rDn such that distributions P, Q over deterministic hypothesis spaceH can be applied to them:

rD(h) =

〈
D, 1− E(xi,ρi)∼DEki∼πP(xi)

I{h(ci) = ki}ρi(xi, ki)
max{pmin, πP(xi, ki)}

〉
(9)

rDn(h) =

〈
Dn, 1− E(xi,ρi)∼DEki∼πP(xi)

I{h(xi) = ki}ρi(xi, ki)
max{pmin, πP(xi, ki)}

〉
. (10)

Recall that we can express the true and estimated CIS risk for πQ as

RCIS(πQ) = 〈Q, rD〉 and R̂CIS(πQ, τ
πP
n ) = 〈Q, rDn〉 (11)

and then use that
1

max{pmin, πP(xi, ki)}
6 1

πP(xi, ki)
in order to obtain that RCIS(πQ) > R(πQ) and

R(πQ)− R̂CIS(πQ,FπP
n ) 6 RCIS(πQ)− R̂CIS(πQ,FπP

n ) = 〈Q, rD〉 − 〈Q, rDn〉. (12)

Theorem 4.2 is then obtained by applying various inequalities to bound the right side of the following where (xi, ki) ∈ FP
n :

n〈Q, rD − rDn〉 =

〈
Q,

n∑

i=1

[
rD −

(
1− Eh∈H

I{h(xi) = ki}ρ(xi, ki)

max{pmin, πP(xi, ki)}
)]〉

(13)

and dividing by n.

4.3 Discussion

Using the PAC-Bayes-KL, PAC-Bayes-Bernstein and PAC-Bayes-Azuma-Hœffding bounds for an arbitrary martingale
process allows to provide tight bounds on the true counterfactual risk of a contextual bandit. One observes that the
previous result (Theorem 4.1) originally proposed by London and Sandler (2018) isO

(
KL(Q||P)+ln n

δ

pminn

)
. In comparison, the

proposed result offers the following gains:

• the proposed KL-based bound (Eq. 5) tightens at a faster rate 1/
√
n;

• the Azuma-Hœffding-based bound (Eq. 8) saves a rate 1/pmin and tightens at a faster rate 1/
√
n;

• the Bernstein-based bound (Eq. 6 and 7) saves a rate 1/pmin if Q satisfies the condition of Eq. 17, otherwise it
saves a rate 1/

√
pmin and tightens at a faster rate 1/

√
n.

In other words, all three bounds are more efficient than the existing result, in the sense that they either converge faster
(better dependence on n) or they are less impacted by the clipping factor (better dependence on pmin). A detailed ar-
gument outlining dominance of Eq. 5 by Theorem 4.1 under a looser condition on R̂CIS(πQ,FP

n) can be found in the
appendix.
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5 Conclusion

We derived three bounds on the true counterfactual risk within the contextual bandit setting based on PAC-Bayes-KL,
PAC-Bayes-Bersntein and PAC-Bayes-Azuma-Hœffding inequalities, which improve upon existing results (London and
Sandler, 2018). A natural line of extension would be to study the efficiency of PAC-Bayes bounds in the sequential
decision making setting as applied to offline (Mandel et al., 2016) or doubly robust off-policy (Farajtabar et al., 2018)
policy evaluation.
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T. Mandel, Y.-E. Liu, E. Brunskill, and Z. Popović. Offline evaluation of online reinforcement learning algorithms. In

AAAI, 2016.
J. Mary, P. Preux, and O. Nicol. Improving offline evaluation of contextual bandit algorithms via bootstrapping tech-

niques. In ICML, 2014.
D. McAllester. Simplified pac-bayesian margin bounds. In Learning theory and Kernel machines, pages 203–215. Springer,

2003.
D. A. McAllester. Some pac-bayesian theorems. Machine Learning, 37(3):355–363, 1999.
D. Precup. Eligibility traces for off-policy policy evaluation. Computer Science Department Faculty Publication Series,

page 80, 2000.
M. Seeger. Pac-bayesian generalisation error bounds for gaussian process classification. Journal of machine learning research,

3(Oct):233–269, 2002.
Y. Seldin, P. Auer, J. S. Shawe-Taylor, R. Ortner, and F. Laviolette. Pac-bayesian analysis of contextual bandits. In NIPS,

2011.
Y. Seldin, F. Laviolette, N. Cesa-Bianchi, J. Shawe-Taylor, and P. Auer. Pac-bayesian inequalities for martingales. IEEE

Transactions on Information Theory, 58(12):7086–7093, 2012.
J. Shawe-Taylor and R. C. Williamson. A pac analysis of a bayesian estimator. In Annual Workshop on Computational

Learning Theory: Proceedings of the tenth annual conference on Computational learning theory, volume 6, pages 2–9, 1997.
J. Shawe-Taylor, P. L. Bartlett, R. C. Williamson, and M. Anthony. Structural risk minimization over data-dependent

hierarchies. IEEE transactions on Information Theory, 44(5):1926–1940, 1998.
A. Swaminathan and T. Joachims. Counterfactual risk minimization: Learning from logged bandit feedback. In ICML,

2015.
I. O. Tolstikhin and Y. Seldin. Pac-bayes-empirical-bernstein inequality. In NIPS, 2013.
L. G. Valiant. A theory of the learnable. In Proceedings of the sixteenth annual ACM symposium on Theory of computing, pages

436–445. ACM, 1984.

4

Paper # 219 479



A Appendix

Theorem A.1 (PAC-Bayes-KL Inequality (Seeger, 2002)). Let H be a hypothesis space, let Z1, . . . , Zn be a sequence of random
functions, such that Zi : H → [0, 1] for i = 1, . . . , n. Assume E[Zi|Z1 . . . Zi−1] = b, where b : H → [0, 1] is a deterministic
function.

Let Sn =
∑n
i=1 Zi. Fix a prior distribution P over H. Then for any δ ∈ (0, 1), with probability greater than 1− δ over Z1 . . . Zn,

for all distributions Q overH simultaneously:

KL

(
〈 1
n
Sn,Q〉||〈b,Q〉

)
6

KL(Q||P) + ln n+1
δ

n
, (14)

which is tight if 〈 1nSn,Q〉 is close to zero or one, otherwise

∣∣∣∣〈
1

n
Sn,Q〉 − 〈b,Q〉

∣∣∣∣ 6

√
KL(Q||P) + ln n+1

δ

2n
(15)

is tighter.

Theorem A.2 (PAC-Bayes-Azuma-Hœffding Inequality (Seldin et al., 2012)). Let H be a hypothesis space, let Z1, . . . , Zn be
a sequence of random functions, such that Zi : H → [αi, βi] where αi, βi ∈ R for i = 1, . . . , n and pick c > 1. Let M i =

∑i
j=1 Zj .

Fix a prior distribution P over H. Then for any δ ∈ (0, 1), with probability greater than 1 − δ over Z1 . . . Zn, for all distributions
Q overH simultaneously:

|〈Q,Mn〉| 61−δ
1 + c

2
√

2

√√√√
(

KL(Q||P) + ln
2

δ
+ ε(Q)

) n∑

i=1

(βi − αi)2 (16)

where

ε(Q) =
ln 2

2 ln c

(
1 + ln

{
KL(Q||P)

ln 2
δ

})
.

Theorem A.3 (PAC-Bayes-Bernstein Inequality (Tolstikhin and Seldin, 2013)). Let H be a hypothesis space, let Z1, . . . , Zn
be a sequence of random functions, such that Zi : H → R. Assume E[Zi|Z1 . . . Zi−1] = 0. Thus ∀h ∈ H, Z1(h), . . . , Zn(h) is
a martingale difference sequence. Let M i =

∑i
j=1 Zj and hence E[M i+1|M1 . . .M i] = M i. Then ∀h ∈ H, M1(h), . . . ,Mn(h)

is a martingale. Let V i : H → R be such that V i(h) =
∑i
j=1 E[Zj(h)2|Z1(h), . . . , Zj−1(h)]. Assume that ||Zi||∞ 6 K ∀i with

probability 1 and pick λ 6 1
K . Fix a prior distribution P over H and pick c > 1. Then for any δ ∈ (0, 1), with probability greater

than 1− δ over Z1 . . . Zn, for all distributions Q overH simultaneously which satisfy:
√

KL(Q||P) + ln 2v
δ

(e− 2)〈Q, V n〉
6 1

K
(17)

the following holds:

|〈Q,Mn〉| 6 (1 + c)

√
(e− 2)〈Q, V n〉(KL(Q||P) + ln

2v

δ
) (18)

where

v =




ln

(√
(e−2)n
ln( 2

δ )

)

ln(c)




+ 1,

and for all other Q:

|〈Q,Mn〉| 6 2K(KL(Q||P) + ln
2v

δ
). (19)

Theorem A.4 (Bhatia-Davis Inequality (Bhatia and Davis, 2000)). Let P be a distribution with support (m,M) ⊆ R and
E[P] = µ. Then, the following holds:

V[P] 6 (M − µ)(µ−m). (20)
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Tightness of PAC-Bayes-KL extension. To show that 4.1 is looser than (28) is equivalent to showing that there exists an
N > 0 such that, for all n > N ,

√
2( 1
pmin
− 1 + R̂CIS(πQ,FP

n))(KL(Q||P) + ln n
δ )

pmin(n− 1)
+

2(KL(Q||P) + ln n
δ )

pmin(n− 1)
−
√

KL(Q||P) + ln n+1
δ

p2min2n
> 0.

Note that for n > 1, the second term is non-negative by properties of KL divergence and the fact that, for δ ∈ (0, 1) and
n > 1, lnn− ln δ > 0.

√
4n(n− 1)(1 + R̂CIS(πQ,FP

n)pmin − pmin)(KL(Q||P) + ln n
δ )

p2min(n− 1)22n
−
√

(n− 1)2(KL(Q||P) + ln n+1
δ )

p2min(n− 1)22n

Completing the difference of squares and getting rid of the common denominator yields

4n(n− 1)(1 + R̂CIS(πQ,FP
n)pmin − pmin)(KL(Q||P) + ln

n

δ
)− (n− 1)2(KL(Q||P) + ln

n+ 1

δ
)

Factoring out terms dependent on sample complexity yields

4n(n− 1) lnn− (n− 1)2 ln(n+ 1) = (n− 1)(3n+ 1) lnn+ 1 > 0

for n > 1 and R̂CIS(πQ,FP
n) = 1

pmin
(c − 1) where c > (n−1)2 ln(n+1)

4n(n−1) lnn . Therefore, picking N large enough ensures a tighter
bound in the limit and completes the argument.

B Detailed proof of Theorem 4.2

Proof. LetD andDn respectively denote the true and empirical joint distributions of context x and reward function ρ. We
construct empirical counterfactual risk functions rD and rDn such that distributions P, Q over deterministic hypothesis
spaceH can be applied to them:

rD(h) =

〈
D, 1− E(xi,ρi)∼DEki∼πP(xi)

I{h(ci) = ki}ρi(xi, ki)
max{pmin, πP(xi, ki)}

〉
(21)

rDn(h) =

〈
Dn, 1− E(xi,ρi)∼DEki∼πP(xi)

I{h(xi) = ki}ρi(xi, ki)
max{pmin, πP(xi, ki)}

〉
(22)

. (23)

We can express the true and estimated CIS risk for πQ as

RCIS(πQ) = 〈Q, rD〉 and R̂CIS(πQ, τ
πP
n ) = 〈Q, rDn〉 (24)

then use that
1

max{pmin, πP(xi, ki)}
6 1

πP(xi, ki)
to obtain that RCIS(πQ) > R(πQ) and

R(πQ)− R̂CIS(πQ,FπP
n ) 6 RCIS(πQ)− R̂CIS(πQ,FπP

n ) = 〈Q, rD〉 − 〈Q, rDn〉. (25)

We will then apply different inequalities that bound the right side of the following with (xi, ki) ∈ FP
n :

n〈Q, rD − rDn〉 =

〈
Q,

n∑

i=1

[
rD −

(
1− Eh∈H

I{h(xi) = ki}ρ(xi, ki)

max{pmin, πP(xi, ki)}
)]〉

. (26)

Using PAC-Bayes-KL inequality (Theorem A.1) Scaling rD and 1 − I{h(xi)=ki}ρ(xi,ki)
max{pmin,πP(xi,ki)} to [0, 1], constant (pmin − 1)

addition and subtraction cancel out, we have

〈Q, pmin(rD − rDn)〉 61−δ

√
KL(Q||P) + ln n+1

δ

2n
(27)

thus 〈Q, (rD − rDn)〉 61−δ
1

pmin

√
KL(Q||P) + ln n+1

δ

2n
. (28)
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Using PAC-Bayes-Azuma-Hœffding inequality (Theorem A.2) For any c > 1, we have

n〈Q, rD − rDn〉 61−δ
1 + c

2
√

2

√(
KL(Q||P) + ln

2

δ
+

ln 2

2 ln c

(
1 + ln

(KL(Q||P)

ln 2
δ

))) n

p2min

. (29)

Using PAC-Bayes-Bernstein inequality (Theorem A.3) For any λ > 0, we have

n〈Q, rD − rDn〉 61−δ
KL(Q||P) + ln 2

δ

λ
+ (e− 2)λ〈Q, V n〉 (30)

where V i(h) =
i∑

j=1

E[Zj(h)2|Z1(h), . . . , Zj−1(h)]

and Zi(h) = rD −
(

1− I{h(xi) = ki}ρ(xi, ki)

max{pmin, πP(xi, ki)}
)

noting that ||Zi|| 6 K =
1

pmin
.

For Q that satisfies

√
KL(Q||P) + ln 2v

δ

(e− 2)〈Q, V n〉
6 1

K
= pmin, we have that for any c > 1,

n〈Q, rD − rDn〉 61−δ (1 + c)

√
(e− 2)〈Q, V n〉

(
KL(Q||P) + ln

2v

δ

)
where v =




ln (e−2)n
ln 2
δ

2 ln c




+ 1. (31)

By using the facts that Zi ∈ [−1,
1

pmin
] and E[Zj |Z1, . . . , Zj−1] = 0 combined with the Bhatia-Davis inequality (Theo-

rem A.4, Bhatia and Davis (2000)), we can bound

E[Zn(j)2|Z1(h), . . ., Zj−1(h)] 6
( 1

pmin
− 0
)(

0− (−1)
)

=
1

pmin
s.t. V n 6 n

pmin
. (32)

Thus,

n〈Q, rD − rDn〉 6 O

(√
〈Q, V n〉

(
KL(Q||P) + ln

1

δ

))
6 O

(√
n
(KL(Q||P) + ln 1

δ

pmin

))
. (33)

For all other Q:

n〈Q, rD − rDn〉 61−δ 2K

(
KL(Q||P) + ln

(2v

δ

))
. (34)
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Abstract

The Arcade Learning Environment (ALE) is a popular platform for evaluating reinforcement learning agents. Much
of the appeal comes from the fact that Atari games are varied, showcase aspects of competency we expect from an
intelligent agent, and are not biased towards any particular solution approach. The challenge of the ALE includes 1) the
representation learning problem of extracting pertinent information from the raw pixels, and 2) the behavioural learning
problem of leveraging complex, delayed associations between actions and rewards. In many cases, the research questions
we are interested in pertain more to the latter, but the representation learning problem adds significant computational
expense. In response, we introduce MinAtar, short for miniature Atari, a new evaluation platform that captures the
general mechanics of specific Atari games, while simplifying certain aspects. In particular, we reduce the representational
complexity to focus more on the behavioural challenges. MinAtar consists of analogues to five Atari games which play
out on a 10x10 grid. MinAtar provides the agent with a 10x10xn state representation. The n channels correspond to game-
specific objects, such as ball, paddle and brick in the game Breakout. While significantly simplified, these domains are
still rich enough to allow for interesting behaviours, similar to those observed in the ALE. To demonstrate the challenges
posed by these domains, we evaluated a smaller version of the DQN architecture. We also tried variants of DQN without
experience replay, and without a target network, to assess the impact of those two prominent components in the MinAtar
environments. In addition, we evaluated a simpler agent that used actor-critic with eligibility traces, online updating,
and no experience replay. We hope that by introducing a set of simplified, Atari-like games we can allow researchers to
more efficiently investigate the unique behavioural challenges provided by the ALE.

Keywords: Reinforcement Learning, Evaluation Environment
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1 Motivation

The arcade learning environment (Bellemare, Naddaf, Veness, & Bowling, 2013) (ALE) has become widely popular as a
testbed for reinforcement learning (RL), and other AI algorithms. An important aspect of the ALE’s appeal is that the
environments are designed to be interesting for human players, and not to be amenable to any particular approach to
AI. Because of this design, the platform is largely free of experimenter bias and provides diverse challenges which we
associated with the kind of general intelligence seen in humans.

The challenges provided by the ALE can be broadly divided into two aspects: 1) the representation learning problem of
extracting pertinent information from the raw pixels, and 2) the behavioural learning problem of leveraging complex,
delayed associations between actions and rewards.

While it is important to have testbeds that provide this kind of broad-spectrum challenge, it is not always what we want
as experimenters. Often, the work flow when evaluating a new RL idea is to first experiment with very simple domains,
such as Mountain Car or a tabular MDP, then jump to complex domains, like those provided by the ALE, to validate the
intuition. We believe that this jump tends to leave a wide gap in understanding that would be best filled by domains of
intermediate complexity.

MinAtar is intended to bridge this gap by providing environments designed to capture the spirit of specific Atari 2600
games, while simplifying certain aspects. One aspect of the ALE that makes it difficult to use as an RL testbed is that
much of the computing power expended to train a deep RL agent goes toward learning a semantically meaningful
representation from the raw pixel input. When the first deep RL agents were shown to succeed in the ALE, this was
an interesting challenge. Presently, however, this challenge is usually addressed with some variant of convolutional
neural network and often the interesting research questions come not from this visual representation learning problem,
but instead from the higher level behavioural challenges involved in the various games. A major goal of MinAtar is,
thus, to reduce the complexity of this representation learning problem while maintaining the mechanics of the original
games as much as possible. While our simplification also reduces the behavioural complexity of the games, the MinAtar
environments are still rich enough to showcase interesting behaviours, similar to those observed in the ALE.

We emphasize that MinAtar is not a challenge problem, like Go, StarCraft (Vinyals et al., 2017) or the ALE when it was
first introduced. The purpose is to serve as a more efficient way to validate intuition, and provide proof of concept for
artificial intelligence ideas, which is closer to how the ALE is often used today.

2 The MinAtar Platform

Aside from replicating the spirit of a set of Atari 2600 games, the design goals of MinAtar can be broken down as follows:

• Reduce spatial dimension: In MinAtar, each game takes place on a 10x10 grid. This is a significant reduction
from the Atari 2600 screen size of 160x210. Often, in the ALE, the input to the learning agent is down-sampled.
For example, Mnih et al. (2015) downsample to 64x64. MinAtar provides a much smaller input without the need
for this step.

• Reduce action space: In MinAtar, the action space consists of moving in one of the 4 cardinal directions, firing,
or no-op. This makes for a total of just 6 actions. On the other hand, in the ALE, it is possible to move in 8
directions or stand still. For each of these choices, the player can also either fire or not fire. This makes for a total
of 18 actions.

• Provide semantically meaningful input: Instead of raw color channels, each MinAtar environment provides a
number of semantically meaningful channels. For example, for the game Breakout, MinAtar provides channels
for ball, paddle and brick. The total number of such channels is game-dependent. The state provided to the agent
consists of a stack of 10x10 grids, one for each channel, giving a total dimensionality of 10x10xn where n is the
number of channels.

• Reduce partial observability: Many games in the ALE involve some benign form of partial observability. For
example, the motion direction of objects is often not discernible from a single frame. Techniques like frame
stacking (Mnih et al., 2015) reduce such partial observability. Minitar mitigates the need for such techniques by
making the motion direction of objects discernible within a single frame. Depending on the situation, we convey
motion direction either by providing a trail channel indicating the last location of certain objects, or by explicitly
providing a channel for each possible direction of motion. We do not aim to eliminate partial observability, but
merely mitigate the more trivial instances.

• Simplify certain game mechanics: Reduction to a 10x10 grid means that some of the more nuanced mechanics
of certain Atari 2600 games are difficult or impossible to replicate. Other mechanics we left out for simplicity.
For example, in Space Invaders we do not include the destructible defence bunkers or the mystery ship which
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periodically crosses the top of the screen. We also limit each game to one life, terminating as soon as the agent
dies.

• Add stochasticity: The Atari 2600 is deterministic. Each game begins in a unique start state and the outcome
is uniquely determined by the action sequence that follows. This deterministic behaviour can be exploited by
simply repeating specific sequences of actions, rather than learning policies that generalize. Machado et al. (2017)
address this by adding sticky-actions, where the environment repeats the last action with probability 0.25 instead
of executing the agent’s current action. We incorporate sticky-actions in MinAtar, but with a smaller probability
of 0.1. This is based on the assumption that individual actions have a larger impact in MinAtar than in the ALE
due to the larger granularity of the movement discritization, thus each sticky-action can have a potentially larger
negative impact. In addition, we make the spawn location of certain entities random. For example, in Seaquest
the enemy fish, enemy submarines and divers emerge from random locations on the side of the screen.

So far, we have implemented five games for the MinAtar platform. Visualizations of each of these games are shown in
Figure 1. MinAtar is available as an open-source python library under the terms of the GNU General Public License. The
source code is available at:

https://github.com/kenjyoung/MinAtar

You can find links to videos of trained DQN agents playing the MinAtar games in the README.

Seaquest Breakout

Asterix Freeway Space Invaders

Figure 1: Visualization of each MinAtar game. Colour indicates active channel at each spatial location, but note that the
representation provided by the environment consists of binary values for each channel and not RGB values.

3 Experiments

We provide results for several variants of two main algorithms on each of the five MinAtar environments. We trained
each agent for a total of 5 million frames, compared to 50 million for Mnih et al. (2015) (200 million if you count in terms of
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emulator frames since they use frame-skipping). The reduction in the number of frames allowed us to run more repeats
without inordinate expense. We were able to train 30 different random-seeds per agent-environment combination to
obtain results with tighter confidence intervals. These results serve to provide a baseline for future work, as well as to
illustrate the challenge posed by these new environments.

Deep Q-Network

Our DQN architecture consisted of a single convolutional layer, followed by a fully connected hidden layer. Our con-
volutional layer used 16 3x3 convolutions with stride 1, while our fully connected layer had 128 units. 16 and 128 were
chosen as one quarter of the final convolutional layer and fully connected hidden layer respectively of Mnih et al. (2015).
We also reduced the replay buffer size, target network update frequency, epsilon annealing time and replay buffer fill
time, each by a factor of ten relative to Mnih et al. (2015) based on the reasoning that our environments take fewer
frames to master than the original Atari games. We trained on every frame and did not employ frame skipping. The
reasoning behind this decision is that each frame of our environments is more information rich. Other hyperparameters,
including the step-size parameter, were set to match Mnih et al. (2015). We also tested variants of the DQN architecture
without experience replay and without a target network to assess the usefulness of these components in the simpler
environments.

The smaller architecture and input size means that running on CPU instead of GPU was feasible. For DQN with experi-
ence replay running on Seaquest, the total wall-clock time per frame was around 8 milliseconds when running on a single
CPU, compared to 5 milliseconds when running on GPU. We report these times for Seaquest because it has the largest
number of input channels and thus the largest number of network parameters.

Actor-Critic with Eligibility Traces

We also experimented with an online actor-critic with eligibility traces (AC(λ)) agent (Degris, Pilarski, & Sutton, 2012;
Sutton & Barto, 2018). This agent used no experience replay or multiple parallel actors. We used a similar architecture
to the one used in our DQN experiments, except that we replaced the relu activation functions with the SiLU and dSiLU
activation functions introduced by Elfwing, Uchibe, and Doya (2018). Their work showed these activations to be helpful
when using online eligibility traces with nonlinear function approximation. Specifically, we applied SiLU in the convo-
lutional layer and dSiLU in the fully connected hidden layer. We set the step-size to 2−8, the largest value that was found
to yield stable learning across games by Young, Wang, and Taylor (2018), who used online AC(λ) to train a similar archi-
tecture for several ALE games. We tested AC(λ) with trace decay parameter of 0.8 and 0, where the latter corresponds to
one-step actor-critic with no eligibility trace.

Discussion

The results of our experiments are shown in Figure 2. The first thing to note is that the MinAtar environments clearly
show the advantage of using experience replay in DQN. On the other hand, the target network appeared to have little
performance impact. To verify that the poor performance of DQN without experience replay was not due to a poorly
tuned step-size parameter, we tried running DQN without experience replay with various values of the step-size on
Seaquest. We choose Seaquest for the step-size sweep because it showed the largest discrepancy in results with and
without experience replay. Specifically, we tried 30 random-seeds with each value of the step-size from the set {α0 ·2i|i ∈
{1, 0, ...,−4}}, where the original value was α0 = 0.00025. We swept primarily lower values, reasoning that the lack of
batching would lead to higher variance, potentially requiring a lower step-size relative to DQN with experience replay.
For all the step-size choices, none of the average returns over the final 100 training episodes were above 1.0.

DQN significantly outperformed the simpler AC(λ) agent in 3 of the games. In each of these 3 games, AC(λ) barely
learned at all. On the other hand, perhaps surprisingly, AC(λ) significantly outperformed DQN at Space Invaders. The
two performed similarly at Breakout, though DQN converged faster to it’s final performance. To verify that the AC(λ)’s
poor performance was not due to a poorly tuned step-size, we performed a step-size sweep on Seaquest running AC(0.8).
Specifically, we tried 30 random-seeds with each value of the step-size from the set {α0 · 2i|i ∈ {−1, 0, ..., 4}}, where
α0 = 2−8 is the original AC(λ) step-size. We swept primarily higher step-size values, reasoning that the initial step-size,
chosen for stability on ALE games, was potentially unnecessarily low for some MinAtar games. With the best step-size
of α0 ·23, we observed performance improvement of AC(λ), achieving a final average return of 4.4±0.6 over the final 100
episodes in 5 million training frames. However, this was still far below the performance of DQN with experience replay.

Taken together, these results suggest that the MinAtar environments are effective at highlighting the strengths and weak-
nesses of different approaches.
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seaquest breakout

moving average 
of returns over 
100 episodes

DQN

 DQN without target

AC(0.8)
AC(0)

DQN without replay

asterix

frames (in millions) frames (in millions)

freeway

frames (in millions)

space invaders

Figure 2: Average return v.s. training frames for all games and agents.

4 Conclusion

We introduce MinAtar, a new evaluation platform for reinforcement learning designed to allow for more efficient ex-
periments by providing simpler versions of Atari 2600 games. These environments aim to reduce the representation
learning burden to focus more on interesting behavioral aspects of the games, which are often of greater interest to RL
experimenters. Currently the platform consists of five environments. In the future, we plan to add more. Of particular
interest are the games typically considered hard exploration problems, such as Montezuma’s Revenge and Pitfall. It would
also be interesting to explore how other DQN additions, such as double DQN, perform in the MinAtar environments.
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